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Abstract
Virtual Reality (VR) is a technology that allows their users to navigate computer generated immersive environments. VR has reached a state were developing projects using this technology are both more affordable and easily accessible to the general public. This paper gives an overview of VR’s evolution through the years and describes its current state. It also details the workflow a project using this technology would normally follow, and the different hardware and software requirements for implementing a fully immersive VR experience. The paper elaborates this process through a case study centred on Fingal’s Cave. This work was part of the Historical Archaeology Research Project on Staffa (HARPS). Fingal's Cave is a sea cave on the Isle of Staffa, located in the west coast of Scotland, which has a long history as a catalyst for multiple forms of creative response. However, due to its rough terrain and the need for boat access it is not suitable for all visitors. This project utilised VR and immersive sound technology to create an audio-visual experience that strives to evoke an emotional response echoing that of an in-person visit This approach aligns with the long history of creative response around the cave where over centuries artists have sought ways to communicate the impact of site beyond simply representing its physical structure.

Introduction: VR’s False Starts

Virtual Reality has had many false starts. In the early 1990s, films like The Lawnmower Man (IMDB, 1992) inspired the press and the general public with a science-fiction VR storyline with ‘cutting edge’ computer graphics for the time. However, when the press descended on computer science departments around the world they were disappointed with the bulky, low-resolution, high-latency head-mounted displays (HMDs) of the day that seemed to show no relationship to the exciting pre-rendered graphics from the film. Similarly, game companies that gambled on nascent VR products such as Nintendo’s Virtual Boy (released in 1995) faced commercial failure.

Gartner Hype Cycle

Looking back at the first wave of failed VR products, we are reminded of the work of the American researcher and futurist Roy Amara and his famous adage relating to forecasting the effects of technology:

“We tend to overestimate the effect of a technology in the short run and underestimate the effect in the long run” (Ratcliffe, 2016)
Amara’s law is beautifully illustrated by the Gartner Hype Cycle (Figure 14.1
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). The respected consultancy firm Gartner provides this graphical representation annually to track the gradual adoption of a technology or product (Cearley et al, 2018). Their Hype Cycle is divided into five phases:
The technology trigger. A new product/technology ‘breaks through’ via prototypes. There may be proof of concept demonstrations that can trigger significant media interest and publicity. At this stage, it is very rare for a usable product to exist.

The peak of Inflated Expectations. The technology will be implemented by early adopters and there will be a lot of publicity relating to its successful (and unsuccessful) implementation.

The Trough of Disillusionment. Interest dissolves as implementations of the technology fail to deliver. Investors continue to support the technology only if the problems can be addressed and the technology improved.

The Slope of Enlightenment

Second and third-generation products emerge from companies and the technology starts to see more investment. More examples of how the technology can provide real returns on investment start to become understood.

The Plateau of Productivity

The technology is extensively implemented and its application is well-understood resulting in mainstream adoption. Standards start to arise for evaluating technology providers.
Figure 14.1 REF _Ref525752774 \h 
 shows Gartner’s Hype Cycle for AR and VR technologies for 2017 and 2018. AR for 2017 (yellow circle) and 2018 (green circle) is positioned within the Trough of Disillusionment. In 2017, VR was positioned within the Slope of Enlightenment (yellow triangle). By 2019 both VR and AR were no longer visible on the curve. Why? Because Gartner no longer considers these technologies to be emerging technologies. This is due to significant investment in these technologies and a growing demand and penetration into both industrial and home markets.
<Figure 14.1 here>
Figure 14.1 - Gartner Hype Cycle 2017/2018 – Augmented Reality (AR) and Virtual Reality (VR).  In 2018, VR has matured sufficiently to move it off the emerging technology class of innovation profiles. 
The rapid maturity of VR is further evidenced by the adoption of VR technology by local government in Scotland through the installation of headsets in primary and secondary schools leading to a greatly enhanced student learning experience (BBC, 2018). After VR’s numerous false starts, it is satisfying to see the technology finally breaking through with a growing number of rapidly improving HMDs entering the market.
A rapidly maturing industry

A major catalyst for VR escaping from the emerging technology curve was the pioneering work by Palmer Luckey, founder of Oculus, and the release of their first VR Headset in 2013, The Oculus DK1. This device offered a much-improved resolution of 1280x800, a 90-degree field of view, and a low price of $300 USD which was significantly cheaper than other HMDs of the day. Although it is now obsolete compared with the widely used Oculus rift and HTC Vive, this headset was completely focused on developers, offering a development toolkit compatible with the widely used and well-established Unity3D and Unreal game engines, as well as being compatible with all of the mainstream computer operating systems such as Windows, Mac, and Linux (Desai et al, 2014). The significant success amongst the developers and early adopters of the DK1 prompted new investment into Oculus (eventually purchased by Facebook for $2 billion USD (Dredge, 2014) enabling the company to release an updated headset, the Oculus DK2, in mid-2014.

In summer 2014, another blue-chip company entered the VR scene but with a different approach. Google released the Cardboard which, instead of focusing on developing an expensive headset, took advantage of the huge advances in mobile smartphones and used their displays for the VR graphics (Google Cardboard, 2020). The case, which could be found online for $5, made VR even more accessible for any kind of user or developer. As with the Oculus headsets, Google Cardboard released a development kit that was compatible with Unity3D making the development of Google Cardboard apps accessible to all kinds of developers.

Contemporary VR Headsets

In 2016 the final version of the Oculus Rift and HTC VIVE was released. Although by this time there were a number of HMDs on the market, these two devices have become the most widespread ones in use. They represented another step change over previously available devices. Both HMDs contained 2160x1200 resolution displays with a 100-degree field of view, with the Oculus rift having a release price of $600 USD and $800 USD for the HTC VIVE (Greenwald, 2016). These were not standalone headsets and needed to be connected to a computer providing all the computing power needed to drive the headsets. Thanks to the huge demands of the games industry, modern advances in computer graphics processor units resulted in a reduction in display latency, VR sickness, and cost that was the mainstay of early VR systems. 

In 2020, both companies released the next generation of headsets offering improved features but maintaining affordability. The Oculus Rift S and Quest replaced the original Oculus Rift, and the Valve Index replaced the HTC VIVE, but even with the new wave of VR kits, the originals are still relevant due to backward compatibility and the maturity that the technology has reached over the past five to six years.

VR Development Tools

The key feature that VR brings over other visualisation technologies is the immersion achieved by simulating the different senses of the human body. This allows the user to explore virtual worlds full of computer-generated interactive elements created by 3D modellers using tools such as ZBrush and 3DSMax. The modellers work closely with the programmers that load these assets into a videogame engine compatible with the chosen VR equipment. They then implement the features that will allow the end user to interact with the virtual environment (Figure 14.2). 

There are several videogame engines compatible with VR technologies available today but the two most popular in the VR development community are Unity3D and Unreal Engine. VR companies develop frameworks for their hardware that developers then import into their videogame engines greatly facilitating the development process. 

<Figure 14.2 here>
Figure 14.2 - Typical hardware and software used in VR development (HTC VIVE example)

A couple of examples of VR development frameworks are SteamVR which is compatible with all of the Valve-related headsets (HTC Vive, Vive 2 or Valve Index), and Oculus SDK, compatible with all Oculus VR kits (Oculus Rift, Oculus Quest, or Oculus Go). These are offered in software packages that are easily imported into any Unity project (Figure 14.3). 

<Figure 14.3 here>
Figure 14.3: Unity3D loaded with the SteamVR framework

Integrating Multiple Input Devices with VR Applications Using Unity

As mentioned earlier, VR relies on simulating different human senses in order to generate an immersive experience, but most VR kits are limited to simulating the sense of sight with the HMD and the sense of hearing with a pair of headphones. 
In order to simulate other senses, such as the sense of touch with haptic feedback or to provide a different way to interact with the virtual elements other than the VR controller, the project must include additional hardware. Unity3D offers compatibility with many of these devices that have other development frameworks that can be integrated with any VR project. Some examples include the Phantom Omni (haptic interaction), the leap motion (hand tracking) and Microsoft Kinect (body tracking).

Another interesting feature that Unity3D offers to enhance VR projects is the addition of ambisonic sound. This technology allows the user to perceive sounds from any direction in 3D space even if they are using regular stereo headsets.

By using a combination of all the technologies mentioned above, VR projects can achieve a high degree of immersion enabling more efficient ways for creating training, simulation or teaching tools that can be used in many different fields outside the videogame industry. As an example, we consider the application of virtual reality to provide an immersive experience of Fingal’s Cave, a National Nature Reserve and one of Scotland’s major tourist draws.
Fingal’s Cave – A VR Case Study

This section of the chapter outlines a digital documentation and VR project case-study derived from an ongoing multi-partner research project on the Isle of Staffa in Scotland, known as the Historical Archaeology Research Project on Staffa or HARPS.  Beginning in 2014 HARPS is an interdisciplinary collaboration led by the GSA (School of Simulation and Visualisation) and the National Trust for Scotland, with partners from the University of Stirling, the University of Glasgow and Spectrum Heritage. Lying off the West coast of Mull, Staffa, and its most well-known and striking feature the large sea cave known as Fingal’s Cave. The island itself is unoccupied and tiny, being only 1km long and ½ km wide, but its unusual geology is quite apparent in the 40m cliffs at its southern end. The geology of Staffa consists of a basement of volcanic tuff, overlain by a layer of Tertiary basaltic lava whose slow cooling resulted in strikingly regular basalt columns (Figure 14.4). Although unusual, this type of columnar basalt occurs in a number of places, including the ‘Giant’s Causeway’ in Northern Ireland, but nowhere is it more spectacular than on Staffa. The regular geometric shapes are intriguing and as late as the 19th century scholarly discussions were still taking place as to whether the site was a human construction or entirely natural. Since first being brought to public attention by Joseph Banks in 1772 (Rauschenberg 1973) it rapidly became an essential destination for early tourists, consequently, it has been the inspiration for works of music, art, and literature by some of Europe’s most important cultural figures, including Wordsworth, Turner, Verne and Hogg (for a fuller list see Eckstein1992). This intense interest in Staffa arose from 18th and 19th-century romantic conceptions of the columnar basalt landscape, and the rich folklore and oral traditions associated with the island (Michael 2007) and especially with the legend of Fhinn MacCool (and Macpherson’s retelling of it (1772, Allen 1999)). Over time the Island, although natural, became a site ‘burdened with culture’ (Crane and Fletcher 2015). Despite its richly imagined past, peopled with heroes, sylphs, water nymphs, and giants (McCulloch 1975), the reality was that Staffa remained a largely unknown quantity archaeologically until HARPS. Prior to 2014, the only archaeological work to have taken place on Staffa had been a walk-over survey for management purposes commissioned by the National Trust for Scotland in 1996 (Rees 1996) which noted numerous interesting, but undated, features.  

<Figure 14.4 here>
Figure 14.4 - The entrance to Fingal’s Cave from the sea, showing the striking columnar basalt column formations (image: Sian Jones).

HARPS has multiple research objectives; to uncover Staffa’s material histories, the materiality of romantic travel and tourism, the remains of medieval and early modern settlement and farming and evidence of prehistoric activity. All of these avenues have borne fruit through archaeological excavation and analysis techniques. Evidence of a human presence on the island has been pushed back to the Neolithic and a host of new material relating to early modern and tourist activity has been uncovered and recorded, including a large assemblage of historic graffiti (Alexander et al 2017 59, 2018 45). However, in this case study the focus is on the HARPS objectives of digitally documenting Staffa’s iconic features and re-presenting the Island to wider audiences by continuing the long standing process of creative engagement with place through new, media, specifically VR (Jeffrey 2015, 2018). With this objective in mind a prototype VR environment was created that was ultimately used for multiple public engagement events, including during the 2019 Edinburgh Festival in partnership with the BBC (Jeffrey et al 2019). The BBC also commissioned new music by the composer Aaron May (May 2020) in response to the VR, and this process is described in a BBC Radio 3 documentary and associated 360 Video (BBC 2019, Jeffrey et al 2019). 

<Figure 14.1 here>
Figure 14.5 - Laser scanning operations underway on west of Staffa in 2014 (image: HARPS)

The physical geometry of the VR environment was derived from both laser scans of Fingal’s Cave (Figure 14.4 and 14.5) and the surrounding area and a much larger photogrammetric model of the coast of the whole island derived from many hundreds of high resolution images taken from the sea and then processed with Agisoft Metashape. These two datasets were combined to create an environment designed specifically to be experienced from sea level, and to allow the user to travel right to the back of Fingal’s Cave (which is normally inaccessible for visitors). It is important to note that although datasets exist that would allow a free exploration experience of the whole of the island (if using commercial Lidar data for the non-coastal topography of the island’s north end), it was the specific experience of approaching the cave from the sea that was considered most important for this model, consequently much data, intrinsically valuable for archaeological and management purposes was not used in the VR model. Using the Unity games engine, described above, dynamic wave animations were added to the model coastline as well as a flock of seabirds overhead, both of which were drawn from pre-existing commercial Unity asset libraries. The VR’s skybox (weather simulation) and sun location, were selected for their contribution to the atmosphere of the VR, and both are dark and somewhat foreboding. This reflects a key design decision underpinning the model’s look and feel, which was to acknowledge that the physical experience of being in Fingal’s Cave is not fully replicable in VR, it is very much an (extreme) multi-sensory experience, not simply visual, and the journey to the remote island is an intrinsic part of that experience. Therefore, rather than trying to create a potentially insipid or underwhelming version of visual reality, HARPS objective was to respond to the site by creating something entirely new in VR. Fundamentally they were not trying to recreate what it looks like to be in Fingal’s Cave, but evoke what it feels like to be there. This aligns with the long history of creative response around the cave where over centuries artists have sought ways to evoke the site without necessarily detailing its structure. Following from this decision a further key aspect of the VR model was the acoustic experience, the strangeness of the sounds of the caves booming and crashing, have long been noted and commented upon by Walter Scott, Jules Verne and many others, including Felix Mendelssohn, who famously took inspiration from the sea sweeping into the cave when writing the Fingal’s Cave overture of his Hebridean Suite (Op.26, published 1832) (McCulloch 1975). In an effort to capture this property of the environment, HARPS conducted a sound sweep and directional microphone survey of the cave in 2014, this produced digital convolution files that could be applied to the VR model for real-time spatialized auralisation (see Noble 2018 for a description of this process on Staffa). However, for the version of the VR to accompany the BBC documentary around the HARPS project, it was decided that an entirely new soundscape would be created and the composer Aaron May was commissioned by the BBC to write an original piece of music. An interesting twist on the standard musical response to the landscape was that, unlike Mendelssohn, May never visited the island or the cave itself, but responded entirely to being immersed in the VR experience that HARPS had created (Figure 14.6).

In keeping with the project’s desire to reach as wide an audience as possible with Fingal’s Cave VR, the final model was ported to multiple versions that could be delivered through multiple devices. The core version was designed for delivery via an HTC Vive, this version allowed free exploration and incorporated audio captured in the field as well as the real-time audio convolved from the acoustic model in 2014, this allowed the user to speak, sing and shout into the cave space (note this required additional audio software at the time, in this instance Reaper). This version was also the one experienced by Aaron May. After he had composed his music a single camera track was created that moved the user on a journey from the outside of the cave to the back of the cave and back again. Phases of the music are designed to complement the position of the user in the cave. A single camera track allowed the whole experience to be captured using spherical video and this in turn allowed for the delivery of the experience via light-weight untethered devices such as the Oculus Go and even Google Cardboard. 

The HARPS project digital documentation exercises have generated multiple datasets, with multiple uses, particularly regarding archaeological research and analysis. However, it was the project’s desire to engage wider audiences, especially audiences who may not, for whatever reason, be able to visit the island in person that lead to our creation of the VR model. The driving force for the design of the model and the integration of music was a  recognition that such uses of VR are not about replacing the experience of an in-person visit, but their ability to offer something different, but entirely complimentary to that visit.

<Figure 14.6 here>
Figure 14.6 - A screen shot of the VR, showing the exterior and the interior of the cave in VR created by the HARPS project for use with Aaron May’s music. (image: HARPS)

Conclusion

Virtual Reality has finally come of age. We are finally able to move away from the gimmick installations and ‘dragon demos’ that have become ubiquitous at technology trade shows. VR’s absence from Gartner’s Hype Cycle since 2018 demonstrates a maturity of VR that is evidenced by industry’s rapid and increasing adoption and application of the technology to real world problems. VR has seen successful implementations in numerous disciplines including medical training, pharmaceutical manufacturing, and the heritage sector. The next five years will see an explosion of lower cost and higher quality immersive helmet-mounted displays that will provide increases in resolution and field of view as well as improved ergonomics. After numerous false starts in VR, the race is finally on.
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