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Abstract

[bookmark: _Hlk122463183][bookmark: _Hlk119950412][bookmark: _Hlk119950434][bookmark: _Hlk119950448][bookmark: _Hlk119950504][bookmark: _Hlk119950484]Self-awareness of human anatomy is variable in the general public. It has been shown that members of the public, including patients who have expressed medical-related problems, find it challenging to understand the function of their internal organs. Certain anatomical relationships can be complex for lay people to visualise and comprehend, including the spatial relationships and orientation between anatomical structures. Active learning is a method that allows students to actively learn and engage in their own learning through either discussion or activities. Active science, technology, engineering and mathematics (STEM) learning approaches have often been implemented into the science curriculum to help young learners understand complex science concepts and gain practical skills essential for the world of work, such as problem-solving skills. More specifically, creative learning interventions based upon body painting and crafting are commonly used in anatomical education to improve active learning skills such as motor skills, observational skills, and visuospatial ability for younger audiences. In addition, visualisation paradigms such as Augmented Reality (AR), now easily accessible through widely available mobile devices, has the potential to improve the science curriculum offering innovative and engaging approaches to learning anatomy.  

This chapter presents research aimed to create a user-friendly creative learning approach to facilitate active learning about human anatomy, taking the brain, lungs and heart as case studies. These organs were chosen as they are the ones that the majority of the public have a general appreciation of what they are for. This chapter describes the methodological and technological framework building upon anatomical baking as an expressive art form, photogrammetry, 3D modelling, AR and interactive application development. The outcome of this research is bringing learning outside the classroom setting through baking of anatomical structures supported by an AR application running on the learner’s mobile device. In addition, a YouTube channel has been set up for wider access via an online presence. Five individuals were asked to assess the usability and motivational aspect of the app. Results suggested that the application reached a good usability standard level and increased motivation for learning about human anatomy. The collated feedback was encouraging, although participants would have appreciated further instructions to use the AR application. However, due to the small sample size, these encouraging results need to be confirmed through more extensive user testing. Future research would need to look at the validity of the whole creative learning approach, assessing the anatomical baking activities supported by the AR application, which resulted challenging within the timeframe of this research. With the rise in popularity of baking programmes on widely accessible media channels, this presents a novel and engaging way to aid public understanding of some key organs of the body through the process of home baking.
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1.1 Introduction

There is a lack of anatomical knowledge within the general public (Taylor, 2020). Evidence shows that members of the public who do not work in the health sector are often not aware of basic anatomical literacy which has become a problem as patients who struggle with specific organ pathologies will lack self-care (Taylor et al., 2018). Anatomical knowledge is vital for the public as this would give them insight into their health and patients who suffer from organ-specific disorders can learn more about their condition and therefore take better care of their bodies. There have been developments in the Curriculum for Excellence in Scotland (CfE) to improve the learning of sciences (Humes, 2013a, 2013 a; Wallace and Priestley, 2017; Education Scotland, 2022). Aside from the schooling approach, the public is usually exposed to human anatomy through local science museums and touring exhibitions. The most popular innovative science exhibitions that are available to the public today include the ‘Body Worlds’ and ‘Bodyworks’ exhibitions. Health campaigns and commercial products such as three-dimensional (3D) plastic models of the human body. The digital world has also expanded to provide other platforms such as web pages, phone applications and Extended Reality (XR) for the public to engage and learn about organ-specific information. 

1.1.1 Background context 

Self-awareness of human anatomy is lacking within the public (Taylor, 2020). Members of the public, including patients who have expressed medical-related problems, do not know the function of their internal organs (Taylor, Diggle and Wessels, 2018; Taylor, 2020). Anatomy is also a visually complex subject and can be a challenge for members of the public to understand relationships of anatomical structures (Quinn, 2022). Therefore, STEM active learning approaches were implemented into the science curriculum to help students understand the complex science concepts and gain practical skills essential for the world of work such as problem-solving skills, observational skills, and haptic learning skills (Nersesian, Spryszynski and Lee, 2019). Numerous methods have been sued to engage the public in anatomy education. This includes readily available 3D models (Azer and Azer, 2016), internet resources, creative interventions (Finn, 2020), and immersive technology (Alissandrakis and Reski, 2016; Arifin, Sastria and Barlian, 2018; Chang et al., 2018; Dick, 2021). 

1.1.2 Rationale

Certain anatomical relationships can be complex for people to visualise and understand the spatial relationships and orientation between anatomical structures (Quinn, 2022). Creative interventions have proved to be successful in visualising small internal anatomical structures and surface anatomy while promoting knowledge retention, engagement and motivation (Finn, 2020; Quinn, 2022). Augmented Reality (AR) has been successfully implemented in many fields of education and offers an innovative approach to learning human anatomy and has the potential to improve the science curriculum through immersive learning (Dick, 2021). Therefore, an AR-based creative learning tool may have the potential to contribute to the development of complex knowledge such as human anatomy, and more particularly the location, structure, and function of specific organs. 

1.1.3 Aims and Objectives

The main aim of this research was to implement a user-friendly 3D human anatomy AR-based creative learning approach. To do this, the following objectives must be met:
· Build a body of knowledge around a specific problem and the existing solutions and their effectiveness.
· Design a creative-based learning intervention which builds upon practical cooking, and 3D visualization using photogrammetry and AR.
· Develop a methodological and technical framework for the design and development of the app.
· Implement a proof of concept of the app.
· Evaluate some aspects of usability and user experience.
· Draw a conclusion and make a recommendation for future research.


1.2 Review of Public Engagement in Human Anatomy

1.2.1 Traditional approaches

Human anatomy is visual in nature and is best learned in an observational and practical fashion, therefore many resources are made available to engage the public including exhibitions, 3D plastic models, webpages, and phone applications. 
Science exhibitions allow the public to view anatomical specimens and cadaveric material at their own expense. Body Worlds exhibits have been world-renowned for their collection of plastinated human cadavers (Pedretti, Iannini and Nazir, 2018). The cadavers are preserved by a process called ‘plastination’ which involves the extraction of blood and body fluids, replaced by synthetic material (Bianucci et al., 2015). The body joints of cadavers have been manipulated to look like they are playing specific sports such as skiing, dancing, hockey, etc. The bodies are displayed in dark theatrical installations which have been described by Pedretti and colleagues as reverent (Pedretti, Iannini and Nazir, 2018). The Body Worlds exhibit promotes educational value (Body Worlds, 2022), but many visitors thought differently (Pedretti, Iannini and Nazir, 2018). Some members of the public commented on the exhibit as a ’circus show’ and ’freak show’ and commented that the dry skin and muscle did not teach them anything about human anatomy, however, could be of use to medical students (Pedretti, Iannini and Nazir, 2018). Cultural and educational and emotional constraints were also raised about these provocative installations (Bianucci et al., 2015; Pedretti, Iannini and Nazir, 2018). Members of the public who have not been to Body Worlds but know about the exhibit through social medical and word-of-mouth stated that the bodies displayed in that manner were culturally insensitive and disrespectful to religious groups (Barilan, 2006; Pedretti, Iannini and Nazir, 2018). Both visitors and non-visitors of the exhibition shared the same emotional concerns being that it was disgusting for death to be displayed and felt that the exhibition was an act of mockery of the deceased (Barilan, 2006; Bianucci et al., 2015; Falkof, 2018; Pedretti, Iannini and Nazir, 2018). Visitors, who have gone through abortion were traumatised by the plastinated specimens, especially the displays of dead pregnant women and human foetuses (Pedretti, Iannini and Nazir, 2018). Non-visitors also commented that the exhibit was not appropriate for people who have strong emotions relating to mortality (Pedretti, Iannini and Nazir, 2018). 
BodyWorks is also another exhibit that focuses on younger audiences (BodyWorks, 2022). Physical 3D models using rapid prototyping technology have shown to be quite effective in engaging the public of all ages and increasing anatomical knowledge (Preece et al., 2013). Rapid prototyping is different to 3D printing as the models are built rapidly instead of going through additive manufacturing like 3D printing. According to Taylor (2020), these models are of high quality, durable and highly interactable which makes them suitable to use for all ages. However appropriate learning objectives must be specified first to allow the public to get the most out of the 3D anatomical models. Anatomical three-dimensional model prototypes are accessible through institution public events or can be purchased online for self-study.  However, 3D models are not cheap and therefore the cost may not be advantageous to the public and could be a limitation for public engagement in anatomy education.
3D printing and its use in patient care and public awareness have revolutionised in the 21st century (Kyle et al., 2017). This specialised printing technique has been used to generate highly realistic models of the skeletal body, internal organs and body structures representing specific pathologies at a low cost for hospitals, medical schools, and public settings (AbouHashem et al., 2015). Three-dimensional printing allows the educator to scale the models into a convenient size to give to members of the public as engaging educational resources. 
Anatomical education is also decreasing in teaching hours and significantly reduced in the science curriculum resulting in anatomists and healthcare professionals seeking anatomical knowledge and professional training through the internet instead of through their accredited courses (Taylor, 2020). The internet has many web applications to educate the public about all fields of gross human anatomy. The most recognized 3D digital anatomical atlases include The BioDigital Human  (BioDigital, 2020),  Zygote Body (ZygoteBody, 2017) and 3D4 Medical from Elsevier (3D4Medical, 2023). However, these web applications are at the viewer's expense and may become problematic for individuals who do not have the pleasure or find it financially difficult to commit to monthly payment plans. Anatomical knowledge has also become portable with anatomical iPhone and android applications such as Teach Me Anatomy (Teach Me Anatomy, 2023) Visual Anatomy Free (Visual Anatomy Free, 2022) and Gray’s Anatomy Atlas (Grant’s anatomy, 2021).  These mentioned phone applications are free of cost and highly engaging due to the 3D interactive features of the application which give the users control of their learning in the comfort of their own homes. However, many free digital anatomical learning resources should be used with caution as the content may not be peer-reviewed by medical and anatomical specialists which could put vulnerable audiences at risk including children and the disabled. Therefore, much thought and consideration for vulnerable groups must be taken into account before creating public graphic anatomical content.	Comment by Matt Admin: Ref or link needed here	Comment by Bakar, Humayra 1: Done	Comment by Matt Admin: Same here	Comment by Bakar, Humayra 1: done

1.2.2 Digitally-Enhanced approach

Innovative technology such as XR, an umbrella term which includes virtual, augmented, and mixed realities, has been utilised in active learning to enhance the users’ experience and improve public engagement. XR has opened up innovative approaches to teaching and training complex anatomical and clinical topics to lay people. XR-based headsets are mainly used in rich countries because they are cheap, versatile, and compatible with Android and iOS systems (Barré et al., 2019). These XR devices were proven to be an effective medical educational tool in low-income countries and an affordable alternative to traditional anatomy learning resources, such as specialist lab equipment (Bing et al., 2019). Many medical research studies have suggested that XR interventions could reduce supervisory and ethical constraints on the use of conventional anatomical resources such as human cadavers and medical training apparatus (WHO, 2017; Jensen and Konradsen, 2018; Pantelidis et al., 2018; Moro et al., 2021). Virtual reality (VR) and augmented reality (AR) and mixed reality (MR) headsets enable students in the field of anatomy to apply their surgical and clinical knowledge into practice in simulated anatomical workspaces (Barteit et al., 2021).  A systematic review of XR-based headsets confirmed that AR, MR, and VR were catalysts to improve approaches to teaching complex anatomical material (Barteit et al., 2021). 
Although VR-based headsets are known to be effective in increasing anatomical knowledge and skills in students, although some users failed to get the benefits of the experience due to motion sickness and nausea (Jensen and Konradsen, 2018). AR and MR blend virtual and real environments and are therefore less likely to cause blurry vision, motion-sickness and other negative effects experienced with VR-based devices (Moro et al., 2021). However, there may be mixed responses from individuals regarding user experience with XR-based devices due to disparity in the degree of familiarity with the technology (Barteit et al., 2021; Moro et al., 2021).
AR has become rapidly popular in wider audiences, as this system is compatible with, among others, smartphones and tablets. AR is captured on the screen through image-based or location-based markers. The image-based markers are set on real images to render the AR experience however location-based markers use GPS to decide where a virtual object is placed in the real world (Kosa et al., 2019) The dynamic function and flexible use of AR make it an engaging tool for public engagement and encourage users to become active learners. 
Some recent examples of AR applications that have been used for public engagement include the ‘Rheumatosphere’ project (Kosa et al., 2019), ‘SmokeAR’ (Borovanska et al., 2020) a mobile AR app to prevent children from smoking, the ‘Augmented Science Museum App’ (Woolley et al., 2021), a tablet-based AR app to teach children about specific bone fractures (Connaghan et al., 2019) and ‘Collect the Bones’ project (Wong et al., 2020). Kosa et al. used a poster format to display bite-sized information on the pathology of human joints and used image-based markers also known as image targets to view augmented reality material in the real world through a tablet AR application. The target images allowed the viewer to see the 3D models which could be rotated. Borovanska et al. recognized an image pattern on a T-shirt to trigger an augmented 3D model of lungs. Wooley et al. programmed the AR application to detect horizontal flat surfaces to display the 3D museum tomb artefacts which can be viewed as a single model or in its reconstructed form. The AR applications mentioned prove that immersive applications have the potential to become a leading communication tool for public engagement in science education. 

1.2.3 Creative-based interventions


[bookmark: _Hlk111943884]1.2.3.1 Body painting 
Body painting has proved to be an effective learning tool in anatomy education and public engagement due to its active and kinaesthetic nature (Finn, 2020). This art-based activity has been used by students to learn and visualise the surface anatomy, by painting internal structures on the body. This creative learning strategy has strengthened the knowledge of underlying anatomy and increased anatomical knowledge retention (Cookson, Aka and Finn, 2018). The paints and materials need for this activity, are inexpensive which makes this type of learning cost-effective (Drake and Pawlina, 2008). The activity can be completed individually or as a group and therefore promotes a relaxing and positive learning environment. 
1.2.3.2 Craft-based stations 
Materials such as plasticine are cost-effective and readily available to the public. Therefore, large groups can enjoy this activity. The different colours of the material also contribute to positive emotion creating thus creating a positive and calm learning environment (Finn, 2020).
1.2.3.3 Anatomical Baking
Learning does need to be limited to a traditional classroom setting. Baking is a form of art that allows the learner to be expressive and in control of their own learning. The ingredients are also inexpensive making this activity also cost-effective. 

1.3 Material and Methods

1.3.1   Materials

1.3.1.1 Hardware
To create the Android creative application several technologies were used. The first stage of the development involved taking pictures of the 3D food models, using photogrammetry techniques, therefore an Android mobile, tripod, photo light box, Lazy Susan, LED lights and Bluetooth remote were required.  The photographs were then processed on the Microsoft Surface Laptop Go 2. The android application was created on the Alienware m15 gaming laptop. The 2D sprites were hand drawn using the Apple pencil on the iPad Pro (4th generation). All images, participant data and software files were stored on the Seagate 1TB external hard drive. 
1.3.1.2 Software
The 3D food mesh models were created using the photogrammetry software, 3DF Zephyr and 3DF Zephyr Lite. Additional platforms including Instant Meshes, Blender and Zbrush were used to reduce the number of polygons in the models. Canva was primarily used to create the pages of the recipe book for the AR Android application. YouTube was used to publish and share the video version of the recipes with the public. Table 1.1 provides additional details and their purpose within this project. The AR app was created using the Vuforia Software Kit (SDK) to compute augmented functionality into an android device using image targets.  C# scripts were created within Visual Studio to provide gaming functionality and sensory functionality to the mobile application to create a 3D AR immersive experience. Hand-drawn illustrations were created within Procreate and then imported into Unity 3D as assets and converted into sprites. Unity 3D was used to build and run the application. 

Table 1.1 A summary of the software used and their purpose in creating the AR recipe book application	Comment by Matt Admin: Please mark where all figure and tab would be, and let in the captions too – I suspect you can leave the tabs in the word document but the figure would need to be saved as separate image file.

Please do so for all the document
	Software
	Company
	Reason for use 

	[image: Icon

Description automatically generated]Vuforia Engine
	PTC, Inc
https://www.ptc.com/en

	This software is compatible and user-friendly with Unity 3D and android devices.

	Unity 3D
[image: A black and white logo

Description automatically generated with low confidence]


	Unity Technologies
https://unity.com/



	To build augmented reality applications and features.

	Visual Studio
[image: Icon

Description automatically generated]


	
Visual Studio
https://visualstudio.microsoft.com/
	To create C# scripts

	3DF Zephyr Lite
[image: Logo

Description automatically generated]




	3DFLOW
https://www.3dflow.net/




	To generate a 3D model, using multiple photographs (more than 50).

	3DF Zephyr
[image: A picture containing text, sign, clipart

Description automatically generated]
	3DFLOW
https://www.3dflow.net/




	To clean and refine sparse point cloud, dense mesh cloud, mesh and textured mesh of 3D models.

	ZBrush
[image: ]
	Pixologic Inc
https://pixologic.com/






	Retopology, Method 1:
To convert a high dense mesh with a high polycount into low poly meshes using the software retopology tools and create UVs to apply the textures onto the low poly version and create normal maps.

	Blender
[image: Logo, icon

Description automatically generated]
	Blender Foundation

https://www.blender.org/about/foundation/


	This software was used to create UVs to apply texture and baking.

	Instant Meshes
[image: ]


	Interactive Geometry Lab
https://igl.ethz.ch/


	Retopology, Method 2: To generate an automatic clean mesh of the original model, with a reduced poly count, while preserving the high details. 

	Canva
[image: A blue circle with white text

Description automatically generated with low confidence]

	Canva Pty Ltd
https://www.canva.com/

	To design a recipe book and edit raw videos captured from my android mobile device.

	Epidemic Sound
[image: Logo, icon

Description automatically generated]
	Epidemic Sound 
https://www.epidemicsound.com/music/featured/

	Copyright © Epidemic Sound, 2022

To access royalty-free soundtracks to add to YouTube videos and Unity.

	Clideo
[image: Icon

Description automatically generated]
	Softo
https://softo.co/


	To speed up video clips taken from the Samsung android mobile device.

	Procreate
[image: Logo

Description automatically generated]
	Savage Interactive
https://savage.si/






	To create illustrations of the brain, lungs and intestines. This application was useful as it contains many artistic tools and is compatible with the iPad Pro, 4th generation and iPad pencil.


	YouTube
[image: A red square with a white rectangle in the middle

Description automatically generated with low confidence]

	Google LLC
https://about.google/

	To share recipes with the public and to view additional comments and feedback from the wider public.






1.3.1.3 Assets
Several third-party assets were downloaded from the Unity store to enhance the aesthetic of the application and to reduce work hours in development and production. The assets include 3D models, fonts, graphics, sprites, and audio clips (Table 1.2).
Table 1.2 Assets Use & Copyright Information
	Type
	Asset
	Copyright &Link

	Audio Source

Epidemic Sound
[image: Logo, icon

Description automatically generated]



	Soundtracks imported into Unity:
ES_Anyone_Maiwan
ES_Backyard Stories-Sum Wave
ES_Be Mine for a While- Blue Topaz
ES_Into the distance – Guustavv
ES_ Oat City-Sarah the illustrumentalist 
ES_Round on Me_Just normal
ES_Summer Forever_Sum Wave

Soundtracks for YouTube Videos:
HOW TO MAKE A LUNG CAKE
https://www.youtube.com/watch?v=6e6NUtpij_A
HOW TO MAKE CINNAMON ROLL INTESTINES
https://www.youtube.com/watch?v=J7cge0OO7wk
HOW TO MAKE A BRAIN CAKE
https://www.youtube.com/watch?v=_9-EjPTbMQo

ES_Up & Down - Toby Tranter
ES_Your Vibe - Yomoti
ES_TNT_BLUE STEEL
ES_Tell Me Again What I'm Missing - Oomiee
ES_Should We Not - Jerry Lacey
ES_Wake Up in the Morning (Instrumental version) – Siine
ES_Intertwined  (Instrumental version) -Ray
ES_What About Trust_ (Instrumental Version)-Mindme
ES_Purpose of Love (Instrumental Version) - Eden Maze
ES_Bother Me - Hallman 
Es_Instinct - STRLIGHT
ES_Comes Back Around (Instrumental) - Mindme
	Copyright © Epidemic Sound, 2022
https://www.epidemicsound.com/music/featured/


	3D Model
	[image: Shape, circle

Description automatically generated]Plate01 in file ‘Mugs, Bowls and Plates’






	ROBOT SKELETONS
https://assetstore.unity.com/publishers/40977


	Fonts
	[image: Text

Description automatically generated]Alphabetized cassette tapes:

Maybury Demo Regular:[image: ]
[image: ]The Philip Deno Regular: 

	https://www.1001fonts.com/


	Graphics
	[image: A picture containing food, cheese

Description automatically generated]

[image: A picture containing monitor, indoor, screen

Description automatically generated]

[image: A picture containing indoor, case, accessory

Description automatically generated]
[image: A close-up of a piece of paper

Description automatically generated with medium confidence]



[image: A picture containing text

Description automatically generated]




[image: A picture containing background pattern

Description automatically generated]




	https://www.freepik.com/


	Sprites






	[image: Text

Description automatically generated with medium confidence][image: Text

Description automatically generated]

	GSA Logo:
From Dr Matthieu Poyade 

UoG Logo: https://www.gla.ac.uk/myglasgow/staff/brandtoolkit/brandelements/logo/

	Scripts
	Rotate with UI Button



Scale with UI Button



Change Scenes with UI Button



Video Playback 



Video Controller 

	https://www.youtube.com/watch?v=1UUb0vzmc0w&ab_channel=DenysGamersTutorial

https://www.youtube.com/watch?v=Js04An85Xh4&ab_channel=DenysGamersTutorial

https://www.youtube.com/watch?v=EMo-MaKkP9s&ab_channel=Hooson

https://www.youtube.com/watch?v=JyNatFqYHK8&ab_channel=CreatinnoTechSolutions

https://www.youtube.com/watch?v=JyNatFqYHK8&ab_channel=CreatinnoTechSolutions







1.3.2   Methods

1.3.2.1 Workflow
The development of the AR application (Fig 1) followed a specific workflow. the design and function of the research outcomes were presented in the form of a storyboard (Fig 2). Then photogrammetry methods and techniques were explored to decide which materials and capture techniques and mesh generation technologies were the most appropriate for the objects of interest. Once the 3D mesh models have been generated, they would be further refined by the AR application. The illustrations then were added to the recipe book and YouTube videos. The application could then be created within Unity 3D and Vuforia. The last stage stages involved testing the application with members of the public and then evaluating the usability and motivation of the immersive application. Figure 3 outlines the detailed workflow of the application. 
Figure 1. Workflow Diagram

Figure 2. Storyboard

[bookmark: _Hlk126528714]Figure 3. Application Workflow Diagram




1.3.2.2 Recipe Design

The thought process for the recipes involved three stages: 
1. Ingredients
2. Structure
3. Taste
A simple vanilla cake recipe was used to construct the base of the brain and lung models (Preppy Kitchen, 2021). The case was dense enough to carve and did not break apart. To reinforce the structure of the lung model, a large mass of Rice Krispies® cake was put over the top of the cake base (2021). A cinnamon dough recipe (Laura in the Kitchen, 2012) was used to construct the base of the intestines model. It was easy to manipulate the dough into the folds of the intestines. The models were able to maintain their shape during the photogrammetry process. The creation of each model was filmed and edited in Canva (Fig 4) and then uploaded onto YouTube for public access. The recipe book was designed in Canva, and illustrations were created in procreate (Fig 5). 	Comment by Matt Admin: That is a registered brand

Figure 4. Video editing in Canva

[bookmark: _Hlk126528903]Figure 5. Illustrations created in Procreate


1.3.2.3 Photogrammetry Set-Up of Food Models

1.3.2.3.1 Photogrammetry 
Photogrammetry is a technique similar to 3D scanning where multiple views of the object are captured at different angles (Fig 6) to allow the photogrammetry software to process all surfaces of the object to generate a final 3D mesh. 
Figure 6. Photogrammetry set-up and shooting technique

1.3.2.3.2 Shooting technique
The capture technique involved placing the food models on a Lazy Susan (turntable table) and keeping the phone camera at a fixed angle and height using a tripod. The food models were photographed at three heights and rotated 360˚ in small increments of 15˚, with a slight overlap to capture all the curves of the models. Overlap while capture ensures the target's visual path is not broken during photogrammetry reconstruction.
The objects of focus must be kept in the centre of the camera frame, and remain stationary, as a subject in motion could tamper with the final reconstruction. Therefore consistency was key for high-quality photogrammetry reconstruction. The camera should not be in the zoom, or on flash settings. Sharp images are required for photogrammetry, as blurry photos could worsen the reconstruction. 
Natural lighting and direct lighting were avoided using a photo light box, as any harsh shadows could cover the surfaces of the models, resulting a low quality textured meshes. The photo box was lined with a black, featureless backdrop to help the software eliminate any noise in the background. The same capture technique was applied to other food models.

1.3.3 Generation of Photogrammetric Food Models


1.3.3.1 Lung model 
A total of 134 photos were taken and then imported into Zephyr Lite. The software successfully detected 131 out of 134 cameras. Once the sparse cloud was generated with high details, the ‘Lasso’ tool was used to remove any unwanted pixels from the sparse point cloud. The dense mesh cloud (Fig 7) was then computed and the output mesh was further edited using the ‘Lasso tool’ (Fig 8). 
The textured mesh was then computed using the ‘texture mesh generation’ tool located in the workflow module. The settings were set to ‘low poly’, however, the output mesh (Fig 9) appeared dull and blurry, Therefore the setting was changed to ‘high details’. Due to the high poly count, a decision was made not to seal the hole at the bottom as the bottom would not be visible to the viewers, and the model would be sitting on a 3D model, masking any inconsistencies.

Figure 7. Dense point cloud of lung cake

Figure 8. Mesh of Lung cake before (left) and after (right) using the lasso tool

[bookmark: _Hlk126529209]Figure 9. Low poly textured mesh (left) and high detail textured mesh (right)


[bookmark: _Hlk120046583]1.3.3.2 Brain Model 
The same photogrammetry capture technique was applied to the brain cake. The 3DF Zephyr software managed to detect 172 out of 211 cameras. The sparse cloud reconstruction was set to ‘default’, as any other settings would result in a longer extraction keypoint process and would take at least 5 hours to compute the mesh. The deep setting was also avoided, as this function tends to pick up any inconsistencies in the mesh. A dense point cloud was then created and refined using the ‘Lasso’ tool (Fig 10) before creating the mesh. The mesh (Fig 11) was further refined using the lasso tool. The hole on the bottom of the mesh was sealed using the ‘fill holes selective’ function under the ‘mesh filters’ module.  
The textured, low poly version of the mesh was then computed using the workflow module to produce a high-quality clean output mesh and remove any inconsistencies in the mesh (Fig 12)  A low poly version was used for this project as the Unity 3D engine does not perform well with high poly 3D models. 
Figure 10.  Dense point cloud of brain cake
Figure 11. Mesh output of the brain cake after using the lasso tool and fill holes tool
Figure 12. Textured mesh of brain cake

1.3.3.3 Intestines Model  
[bookmark: _Hlk111287999]The photogrammetry process for the intestines food model was successful as 3DF Zephyr was able to process 250 out of 253 cameras which resulted in a high-quality mesh. The number of points of the sparse point cloud was reduced by utilising the ‘Lasso’ tool. The dense mesh cloud (Fig 13) was then computed and further edited again by using the ‘Lasso tool’. The mesh was then computed (Fig 14), however, a low poly textured mesh was required to enhance the colour contrast, brightness and texture of the final mesh. 
[bookmark: _Hlk111288594]Figure 13. Dense point cloud of intestines cinnamon roll before editing (left) and after editing using lasso tool (right)
[bookmark: _Hlk126529549]Figure 14. Mesh (left) and textured mesh (right) of intestines cinnamon roll

3.2.6 Refine Food Models
3.2.6.1 Retopology and Texturing
The models were uploaded and duplicated into Blender. One of the models was renamed to ‘high-poly’ and the other model to ‘low-poly.’ The low-poly version was exported as an obj file to be imported into Instant meshes. Once the mesh was initialized; a comb tool was used to fix the path of the mesh to allow a quick UV unwrapping and texturing process on Blender. Although the number of polygons was significantly reduced, Blender failed at applying the texture to the UV maps, as the models were highly detailed and was not able to compute the texture information to the model. Due to the time constraints of the study, this method was discarded from the workflow. 


1.3.4 Design of the Application 

1.3.4.1 Interactive Application Development Workflow
[bookmark: _Hlk111975477]1.3.4.1.1 Homepage Scene	Comment by Matt Admin: Please check author guidelines for the higher sub heading. Maybe you will have to change this to a., b., c…. instead
A homepage (Fig 15) was created, starting with a canvas to add panels with graphics and UI buttons. with a ‘start’ button to take to the menu of the game using a change scene script. The ‘About button’ takes the user to a hidden panel that informs the user of who created the app and the supporting universities involved in this study. A ‘quit’ button allows the user to quit the application, but a hidden hint ‘QuitForSure’ panel was included if the user changed their mind and would like to continue playing. A quit app script was created to add function to the quit button. The UI buttons mentioned were set to ‘SetActive (bool)’ to make the buttons functional and an Event System was added to process and handle events in Unity. 

[bookmark: _Hlk126529641]Figure 15. Homepage scene and menu page of app created in Unity


1.3.4.1.2 Menu Scene
To create the menu scene, a canvas was added with 3 UI buttons. Each button represents a specific human organ topic, and a script was added to each button to change the scene during gameplay. 


1.3.4.1.3 Image Targets
Vuforia SDK was to add AR functionality to the game. Marker-based AR was chosen for this study due to the time constraints of the project. This method is also easy to follow for beginners using AR software for game engines such as Unity. 
Specific pages of the recipe book were added to a database within Vuforia (Fig 16). The number of stars represents the level of quality of the image for AR. The more markers on the image the faster the AR tracking process resulting in a quick display of the AR material on the image target.

[bookmark: _Hlk126529699]Figure 16. Image targets in Vuforia, displaying quality of images and digital markers

1.3.4.1.4  Information Scenes
The functionality of the information scenes (Fig 17) was designed similarly to the homepage and menu which utilized, panels, UI, graphics and a change scene script. However, the main camera was removed and replaced with an AR camera. 
[bookmark: _Hlk126530113]Figure 17. AR content created over image targets in Unity

1.3.4.1.5 3D Food Model Scenes
The main camera was removed from the scene and the 3D food models were imported from 3DF Zephyr. A diffuse texture was applied to make the models more hyper-realistic. 
A rotate script was applied to the image target (Fig 18), then a box collider was attached to the models to ensure the models rotate on the specified spot on the image target. The AR camera was then added to the rotate button via an on-click function. To increase and decrease the size of the models, a scale script was used and added directly to the model and then the event trigger function was added to the scale-up and down buttons. 
Figure 18. Food model attached with a box collider and scripts as shown on the inspector module

1.3.4.1.6 Video scenes
The AR camera was deleted from the scene and rotated to 90 degrees. A plane game object was added to the scene and made the child of the image target. The plane was renamed ‘video’ (Fig 19). The mesh collider component was deleted from the plane object and the video player module component was added to the plane object. The video was then imported into Unity and the code set was changed to H264. 
The render texture asset was added. The size of the render texture was adjusted to match the video size (1080*1920)  The render texture was then added to the video player component.  Basic UI buttons were then added to the scene to switch scenes. 
A video control script was attached to play the videos on the image target.
Figure 19. 



1.4 Results

The mobile application, ‘Yummy Recipes for Learning Anatomy’, is used to view and interact with the AR content of the recipe book. The compelling illustrations and photographs were included on the cover (Fig 20) to connect to the target audience and draw the user’s attention and provide the users with the concept and story overview of the learning tool. The contents page allows the user to view the anatomical topics and activities included in the recipe book. An introduction to AR and photogrammetry is included in the recipe book to provide insight into the method and materials taken to create the learning tool. The instruction page, of the recipe book, provides step-by-step instructions on how to use the android mobile application. The main UI buttons icons are displayed to inform the user of their functions and thus ease the learning process. Once the app is opened the user will be able to view the homepage which has an option to start, quit or learn more about the app (Fig 21). The start button takes the user to the menu which displays the anatomical topics of concern. Bitesized information about each organ is given on the pages of the recipe book, however the app, decodes the material on the pages, using specific image targets and the user is then able to view AR content which includes information about the location, structure, function and facts of the brain, lungs and intestines (Fig 22). The user is also directed to learing activities such as recipe tutorials and 3D interactive models which rotate, scale-up and scale-down with UI buttons. The user has the option to go to the menu and pick another organ to learn about or return to the homepage to quit the application. After quitting the application, the user can scan the QR code to access the YouTube cooking channel (https://www.youtube.com/@humayrabakar4207).

Figure 20. Pages of the recipe book
Figure 21. Homepage and main menu of the AR app
Figure 22. AR content displayed over image targets in the real world through the app which includes subtopics of each organ, video tutorials and 3D interactive food models



1.5 Pilot Testing

1.5.1 Experimental Methods


1.5.1.1 Participants

Members of the public were contacted using both digital and traditional methods. Digital methods include social media platforms such as Facebook, Twitter, Instagram, and emails. The traditional methods included spreading posters around the Glasgow School of Art campus and word-of-mouth. A YouTube channel was also created in the hope to engage and motivate the public. A total of five participants responded to the user testing event. 
1.5.1.2 Experimental Procedure
The user testing event was kept open for 8 days, to allow the participants to respond to the invitation. Each participant was asked to come to the School of Simulation and Visualisation at different times to make sure that the participant is comfortable and not rushed or pressured into completing the relevant tasks. 
The participants were required to read the participant information sheet again before signing the consent form and a photography consent form. A copy of the forms was given to the participant to take home, for their records. The participants were given an oral overview of the experiment. The participant would first be asked to read through the cookbook until they have reached the instruction page and were made aware of the questionnaires that they will be required to complete after testing the application. The participants were allowed to explore the app at their own pace (Fig 23). The duration of the user testing event for each participant lasted 40 minutes.

Figure 23. Experimental set-up



1.5.1.3 Data Analysis
The qualitative data used in this study were extracted from a background questionnaire, an anatomical knowledge-based questionnaire, and a general feedback form.
The participants were asked to fill in the background information questionnaire which asks for information such as occupation and age and to answer a statement with either ‘Yes’ or ‘No’ regarding familiarity with AR. The participants were then required to complete a knowledge-based anatomy quiz composed of 15 questions, which aims to assess their initial knowledge about the location, function, and structure of the specified organs. The participants were then able to freely test the creative-based application.
Once the participants have finished using the app, they were allowed to resit the anatomy quiz. A general feedback form was also provided, for the participants to provide constructive feedback and personal comments regarding the application.
Standardised questionnaires were also used in this study as a basis to quantify the usability of the AR application using the System Usability Scale (SUS) (Brooke, 1996), and assess the motivation of the participants while using the application. The SUS has proved to be a respective, robust, and reliable tool to measure usability and therefore recommended by researchers (Lewis, 2018). To make sense of the data collected from the participants, the original scores over 40 are converted into scores over 100. 
[bookmark: _Hlk111796002]Motivation has been measured using different research methods. The Reduced Instructional, Materials Motivation Survey (IMMS) (Refat et al., 2020) and the ARCS (attention, relevance, confidence, and satisfaction) motivation model (Keller, 1987) are preferred over the original Keller IMMS model (Loorbach et al., 2015). 
This standardised questionnaire was used in this research because there has been no validation for the testing of motivation using the IMMS and ARCS model due to the limited studies on the utilisation of these models in technology-based learning (Refat et al., 2020). Therefore, it is important to test the RIMMS model on the public through an AR-based learning android application in light of the ARCS model.
To motivate the learning of anatomy using a creative based AR-application, certain game development judgements were applied to the ARCS model components:
1. Attention: Colours, videos, fonts, and music
2. Relevance: Illustrations, labelling of anatomical content 
3. Confidence: Insertion of 3D food model and recipe instructions 
4. Satisfaction: Using AR, completing the recipes and story of the application 
Only 10 of 12 items from the RIMMS model were included in this study, as two of the questions were not considered to be relevant for this study.
1.5.1.4 Ethics	
This research has been granted ethical approval by the Glasgow School of Art.
[bookmark: _Hlk120467250]1.5.2 Experimental Outcomes
1.5.2.1 Quantitative results
The anatomy knowledge questionnaire was used to determine the level of knowledge of anatomy before and after using the application. The questions were kept the same in the pre-test and the post-test questionnaire, as an experimental control. 
Participant 1 scored the highest in the pre-test and post-test (Fig 24). Participant 5 scored the lowest in the pre-test and post-test. The average test score for all participants was higher after using the app (Fig 25). 
[bookmark: _Hlk121088008]Figure 24. Anatomical knowledge questionnaire results

Figure 25. Average Anatomical knowledge questionnaire results


1.5.2.1.1
SUS Scores
The average SUS of the participant was calculated to be 70.5 which is a B grade which means the app was usable to a good standard (Table 1.3).
The individual SUS scores for each participant in shown in table 4. The participant SUS scores ranged from 62.5 to 75, where participant 2 scored the highest and participant 5 scored the lowest (Fig 26).
Items 4 and 10 are primarily learnability questions. For question 4, 20% of participants strongly disagreed that they did not require help from a technical person to use the app. The other 40% of participants disagreed with this question and 40% of the participants remained neutral in response to this question. For question 10, 40% of participants strongly disagreed that they needed to learn things before using the app. Twenty percent of participants disagreed with this question and 20% of participants remained neutral in response to this question. 

Table 1.3 Participant SUS Scores and Grade SUS
	Participant ID
	SUS1
	SUS2
	SUS3
	SUS4
	SUS5
	SUS6
	SUS7
	SUS8
	SUS9
	SUS10
	X
	Y
	X0
	Y0
	SUS
	Grade
	Average SUS
	Grade

	P1
	4
	2
	4
	3
	4
	2
	5
	2
	3
	3
	19
	12
	15
	13
	70
	B
	70.5
	B

	P2
	4
	2
	4
	3
	4
	2
	4
	2
	4
	1
	20
	10
	15
	15
	75
	B
	
	

	P3
	3
	3
	4
	1
	4
	2
	4
	3
	4
	1
	19
	10
	14
	15
	72.5
	B
	
	

	P4
	3
	2
	4
	2
	4
	2
	4
	2
	4
	2
	19
	10
	14
	15
	72.5
	B
	
	

	P5
	3
	2
	3
	2
	4
	3
	4
	3
	3
	2
	17
	12
	12
	13
	62.5
	D
	
	




Fig 26. AR system usability scores






1.5.2.1.2
IMMS Scores
The score for motivation is shown in Table 1.4. 
[bookmark: _Hlk126530537]The motivation scores in Table 1.5, showed that overall, all participants responded highly to all questions relating to attention, relevance, confidence, and satisfaction. However, the confidence score (M = 4.27, σ = 0.55) was the highest out of all categories (Fig 27). On the other hand, the satisfaction score ( M = 4.07, σ = 0.66) was the lowest out of all categories. The total motivation score of the participants was 4.21 (M = 4.21, σ = 0.59).  	Comment by Matt Admin: please mention the mean value and standard deviation as (M = XXXX; σ = YYY)	Comment by Humayra Bakar (student): Done
Table 1.4 IMMS (ARCS) Survey Scores
	Participant ID
	IMMS_1 (ATT)
	IMMS_2 (ATT)
	IMMS_3 (REL)
	IMMS_4 (REL)
	IMMS_5 (REL)
	IMMS_6 (CON)
	IMMS_7 (CON)
	IMMS_8 (SAT)
	IMMS_9 (SAT)
	IMMS_10 (SAT)
	Total

	P1
	4
	4
	4
	4
	4
	4
	4
	4
	4
	4
	40

	P2
	4
	4
	3
	5
	5
	5
	5
	5
	5
	4
	45

	P3
	5
	4
	3
	5
	5
	5
	4
	3
	4
	4
	42

	P4
	5
	4
	4
	5
	5
	4
	5
	3
	4
	5
	44

	P5
	3
	4
	4
	4
	4
	4
	4
	3
	4
	5
	39

	Variances
	0.7
	0
	0.3
	0.3
	0.3
	0.3
	0.3
	0.8
	0.2
	0.3
	6.5



[bookmark: _Hlk126532087]Table 1.5 IMMS (ARCS) Average Survey Scores
	
	ATTENTION
	RELEVANCE 
	CONFIDENCE
	SATISFACTION
	TOTAL MOTIVATION

	Mean
	4.1
	4.27
	4.4
	4.07
	4.21

	SD
	0.59
	0.55
	0.55
	0.66
	0.59










1.5.2.2 Qualitative results
The participants were asked to fill out a feedback form after completing the app. For question 1, regarding the operation and interaction of the tool, participant 1, commented that the buttons allowed for easy navigation, and the choice of icon style matched the buttons’ function. However, an improvement would be to add a background panel behind the buttons to make the interphase user-friendly. Participant 2 commented that the rotate and scale buttons worked smoothly, however, the scale button was tricky to use. Participant 3 commented that the controls were functioning well further instruction is needed on how to position the phone over the image target pages. Participant 4 also expressed difficulty using the scale button. Participant 5 would have liked a more attention-capturing introduction. 
For question 2, regarding the content of the brain, lungs and intestines, participant 1 enjoyed the content as it was direct and clear, however, more information regarding organ conditions would be appreciated. Participant 4 enjoyed the content, specifically the baking video tutorials as they were short and engaging. Participant 3 would have liked the baking video tutorials to include a pause button and information on the 4 lobes of the cake as they are being made. Participant 4 commented that the diagrams and content in the tool were easy to understand. Participant 5 also commented that the content in the tool was easy to understand.
For question 3, regarding the art and UI, participant 1, commented that the baking video tutorials were enjoyable and that the music, images and fonts captured their attention. Participant 2 commented that the soundtracks and the layout of the app did not distract them from learning the content and found the diagrams informative, however, more diagrams would be appreciated. Participant 3 commented that all the artwork and UI were enjoyable and engaging, especially the 3D models. Participant 4 commented that they liked the graphics and choice of music, and the fonts were clear. Participant 5 liked the choice of colours for the recipe book and the app.   
For question 5, regarding the completeness, all participants enjoyed the storytelling and flow of the app. Participant 1, commented that the video tutorials and 3D models brought the concept to life. Participant 2 would have liked the tool to include a quiz. Participant 3 would have liked the videos to include more anatomical content. Participant 4 commented that the flow of the app made sense. Participant 5 would have liked pop-up captions to capture their attention. 

1.6 Discussion
	

1.6.1 Development Process
	
The study aimed to implement a user-friendly 3D human anatomy AR-based creative learning approach. Both the quantitative and qualitative questionnaires proved to be crucial to evaluate aspects of usability and user experience including usability and motivation and the overall success of the AR for creative learning in anatomical education.
1.6.1.1 Photogrammetry development  
Creating the 3D food models using photogrammetry was the most challenging part of the creation of this learning tool. The capture process was lengthy and time-consuming as it took two attempts to generate a good-quality model. The lung cake was the most difficult to shoot as the intricate parts of the cake had moved while rotating the model on the turntable. The brain cake was also difficult to shoot as the cake kept melting due to the heat of the LED lights, therefore the cake was kept in the fridge until the shine disappeared, as any reflection could ruin the outcome. Therefore, time management was important for the success of photogrammetry. 
1.6.1.2 Refining 3D Models development 
If more time was allocated to the research, software such as Substance Painter would have been utilized to make the 3D anatomical models hyper-realistic.
1.6.1.3 Game Development 
Although the models were low poly, the models were slightly lagging which could be due to many factors such as Unity not being able to support the number of points or polygon faces. Importing the models, target images, illustrations, music and other third-party assets was a simple task. The tracking feature of Vuforia proved to be successful and therefore AR app was able to track and recognise the markers of the image targets. The creative aspect of the app was met by including instructional baking video tutorials and adding elements of engagement, including colours, fonts and controlled animations using UI buttons. In addition, the final development of the app was functional and easy for participants to use which enhanced the creative learning immersion according to the usability and motivation results. To improve the immersive experience of the app, mesh points would have been used to label the 3D anatomical models. Additional features such as audio playback and animation would have increased the users’ attention to the intense learning tool. 

1.6.2 Pilot Evaluation
The results of this study have shown a good response to this form of creative learning proving it is effective for both usability and UX. A usable interface UI should be simple for the user to use and become confident, to achieve their objectives and easily grasp the functionality of the UI and app as a whole (Hassan and Galal-Edeen, 2018). During the user testing, only participant 5 needed further guidance on how to use the app. The others were able to navigate through the app, using the UI buttons on their own. As a result, they were able to achieve their goals and anticipate the functions of the scene with the help of an instruction page and UI button icons. The comments provided by the participants in the study were mostly positive and the SUS results have proved that the AR app is usable to a good standard. However, participant 5 scored 62.5, which is below the standard SUS score and therefore a satisfactory grade according to the usability criteria (Brooke, 1996). A possible explanation for such usability grade expressed by participant 5 could be due to their lack of familiarity with AR. In addition, the participant required a more detailed brief and guidance on how AR works before using the app. The participant was also not sure at times how to position the phone over the page to play the videos.	Comment by Matt Admin: Come on, don’t harsh with your work ;-)	Comment by Bakar, Humayra 1: Changed low to satisfactory. 

Not only has the AR app been a success in improving AR immersion but it has increased the anatomical knowledge of the participants. The app also motivated the participants to learn human anatomy. The feedback received from the participants suggested that the app should include more elements to control the pace of their learning, and increase their attention span and level of motivation, thus improving AR immersion. This includes adding a pause button to the videos and pop-up captions. The participants were confident in using the app and commented that anatomical information was understandable and that the illustrations and baking video tutorials aided their learning and were relevant to the organ of concern. The participants were also satisfied with the UI functions of the app. Therefore, the AR has met the constructs of the ARCS model (Keller, 1987). According to the findings, the app has been able to engage, motivate and immerse the participants. 
The results for motivation may be positive but cannot be considered reliable due to the small sample size. The RIMMS-ARCS 10-item scale was initially used to facilitate students’ motivation to learn in traditional classroom settings (Loorbach et al., 2015), where the teachers can observe their students interacting with the provided learning tool and quickly make changes as problems arise and thus creating an effective lesson (Ono, Ishihara and Yamashiro, 2015). It is rare to see this model being applied to technology-based, self-directed learning in non-classroom settings (Huang et al., 2006). The model has not also been used to assess motivation in senior users (Huang et al., 2006). Since there have been no studies to confirm that motivation can be measured using RIMMS-ARCS, further research is required to find the most suitable motivation-based questionnaire for this type of user testing evaluation. 

1.6.3 Limitations
Only 5 participants, responded to the user testing event. Although, a sample size of 5 participants has been considered appropriate for usability and UX testing, (Virzi, 1992; Lewis, 1994) it was too small for measuring motivation. A sample size of 20 participants could have provided more depth to the quantitative and qualitative data (Alroobaea and Mayhew, 2014). The participants involved in the study were between 26-60 years old, and 2 of 5 participants did not have any experience with AR. Therefore, if this study were repeated in the future, the AR app should be tested on participants from different age groups, educational backgrounds, and occupational backgrounds to provide an adequate conclusion regarding usability, UX and intrinsic motivation. Then time constraints in the process of ethical approval application limited the type of participants to recruit. It would have been more appropriate to be able to target children in this research. 	Comment by Matt Admin: Add these ref: They claims 5 is enough

Virzi, R.A., 1992. Refining the test phase of usability evaluation: How many subjects is enough?. Human factors, 34(4), pp.457-468.

Lewis, J.R., 1994. Sample sizes for usability studies: Additional considerations. Human factors, 36(2), pp.368-378.

	Comment by Matt Admin: Add this ref here: 

Alroobaea, R. and Mayhew, P.J., 2014, August. How many participants are really enough for usability studies?. In 2014 Science and Information Conference (pp. 48-56). IEEE.

They claim 16 +- 4 would be more suitable for Usability.
Technological constraints include the AR-app to work on only high-end Android devices which ultimately limits the accessibility to the application among the target audience. Then, the pilot testing suggested that the application would benefit from a richer provision of instructions as for instance, participants seemed confused about how to best handle the phone to view the AR material on the image targets. 
The design of the application was not as inclusive, meaning users who experience colour-blindness, or any form of visual impairment might be at a disadvantage while using the App, thus negatively impacting their learning which could potentially lead to poor usability and demotivate their state of play. 
	
1.6.4 Future Research
The limitation outlines that the sample size needs to be improved. The AR app also requires more instructions on how to position the phone over the image target. The attention component of motivation could be improved by including more visual elements in the AR app and to enhance the colour and texture of the model using Substance Painter. Audio playback could be a useful feature for audiences who experience visual impairment or for individuals who learn best through listening to content. The aesthetic and satisfaction of the AR app could be solidified by adding sound effects to the UI buttons and adding interactive labels to the 3D models using mesh points. Although the videos recipes are accessible through YouTube for the public to view and follow along in their own time, the AR app or recipe book is not made available to them therefore an idea would be to publish the app on google play and make a copy of the AR cookbook available to the public through amazon. 

1.7 Conclusion
This research presented an original development of a creative learning approach. It can be concluded that the study successfully met the aim of the study which is to implement a user-friendly 3D human anatomy AR-based creative learning approach. The user testing outcomes were positive, resulting in good usability. According to the feedback forms, it is clear that the participants enjoyed using the intense learning tool and thought it was engaging and motivating. Although the research lacks reliability, the data can be used as a pilot study to show the possibility of positive data. Although the results were good for usability and UX, this immersive AR-specific creative-learning study belongs to a niche field, and therefore further research is required to assess aspects of usability and UX in the public audience.
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