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Abstract 
An electrocardiograph (ECG) consists of an assessment of cardiac electrophysiology and a complex diagnostic of heart health. During emergency situations, a high degree of importance is assigned to ECG interpretation. As first responders, ambulance personnel need a strong understanding of the ECG to assess a patient’s needs quickly and accurately. However, the cardiac electrophysiology of an ECG is an intangible and complex system with clinical indicators commonly deemed difficult to comprehend. Interpretation remains an ongoing challenge for new and experienced paramedics and novel ways to support interpretation are needed. An interactive Augmented Reality mobile application which conveys a 3D anatomical heart model alongside varying clinical ECG presentations to enhance user knowledge of cardiac electrophysiology, was developed. The usability and effectiveness of the application was tested on a cohort of newly qualified paramedics (NQP’s) in the SAS, using the System Usability Scale, and comparing initial and post intervention knowledge of ECG interpretation. Ten NQP’s agreed to participate. Knowledge significantly increased an average of 22% from pre- (M = 4.8 ± 1.62) to post-test (M = 7.0 ± 1.49) scoring. The application received an average usability score of 82.8, 24.8 points higher than the SUS standardised reference benchmark of 68. Improving interpretation of ECG may improve paramedics’ diagnostic accuracy and therefore impact positively on patient outcome. Our experimental findings suggest the current efficacy of the application in facilitating user knowledge and support recommendations for future research. Though, further testing is needed to confirm the current trends and validate the application in a medical context.
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1 Introduction
Cardiovascular disease (CVD) is the worldwide leading cause of death annually with 18.6 million deaths in 2019 (Roth et al., 2020). Moreover, CVD costs the EU economy an estimated €210 billion yearly with 53% (€111 billion) attributed to health care costs according to most recent reports (Wilkins et al., 2017). Prehospital ECG (PHECG) patterns are analysed to identify any cardiac abnormalities and possible myocardial infarctions (MI) (Quinn et al., 2014). As the first to examine patients during emergency situations, ambulance clinicians need a strong understanding of ECG rhythms in order to assess a patient’s needs quickly and accurately. The cardiac electrophysiology of an ECG, however, is complex with clinical indicators commonly deemed difficult to comprehend (Sigg et al., 2010; Breen, Bond and Finlay, 2019). It has been theorised that PHECG interpretation of critical ECG abnormalities such as myocardial infarctions, could expedite treatment at definitive care facilities and improve outcomes for the patient population (Quinn et al., 2014). It can thus be inferred that improved education regarding ECG rhythmology could lead to improved diagnostics and patient care outcomes in paramedic first response.
[bookmark: _Hlk139205802]Utilisation of supplemental learning techniques within healthcare fields has risen in recent years due to advancements in extended reality (XR) technologies (Birt, Moore and Cowling, 2017; Parsons and MacCallum, 2021; Turan, Gürol and Uslu, 2021; Birtill et al., 2023). Augmented reality (AR), a technology that allows overlaying digital models onto the real-world view (Birtill et al., 2023), in particular has offered unique perspectives in medical training (Parsons and MacCallum, 2021). Specifically in paramedic education, the use of AR to enhance student achievement and self-efficacy has been shown (Birt, Moore and Cowling, 2017; Turan, Gürol and Uslu, 2021). Despite these positive outlooks, few interventions have been practically realised and many still call for future research on the subject. Therefore, the ECG-in-AR application was developed to reaffirm paramedic knowledge of CEP and ECG pathology.
The aim of this research was to develop an interactive AR mobile/tablet application visualising a 3D anatomical heart alongside varying clinical ECG presentations to enhance knowledge of cardiac electrophysiology (CEP) in ambulance technicians/paramedics. The usability and educational validity whilst engaging with the app was evaluated in collaboration with the Scottish Ambulance Service (SAS). 
[bookmark: _Toc150407947]2 Background Context
[bookmark: _Toc150407949]2.1 Cardiac Electrophysiology & the 12-lead ECG
Cardiac electrophysiology is the conduction system regulating the electrical pathways of the heart to control heart rate, rhythm, and contraction (Klabunde, 2017). The initiation of this system, i.e., the triggering of a heartbeat, begins on the sub-cellular level in which ions traverse across cell membranes impacting levels of voltage across the plasma membrane. The rapid change in voltage affects depolarisation and repolarisation across cardiac cells stimulating an action potential, or nerve impulse, thus generating an electrical excitation to contract surrounding heart muscle (Sigg et al., 2010; Klabunde, 2017). In healthy systems, the impulse begins in the sinoatrial (SA) node and follows a coordinated pathway through the heart  (Sigg et al., 2010). Knowledge of this cardiac activation and its associated anatomical landmarks is essential for clinically translating ECGs.
An electrocardiogram is a graphical mapping of the electrical activity occurring throughout the heart (Klabunde, 2017). ECG functions through the specific placement of 12 electrodes on the body to track activation across the heart from different lead views. The electrical activity is subsequently visualised by a series of waves marked as P, Q, R, S, and T. Normality of each wave is determined by a set of criteria regarding the wave’s appearance (Atienza, Martins and Jalife, 2012; Klabunde, 2017). If a wave or PQRST complex is deemed irregular an arrythmia may be diagnosed (Atienza, Martins and Jalife, 2012). The location (and shape) of the irregularity may additionally provide insight to where in the heart something is wrong; for example, P-waves represent atrial diastole, QRS complexes represents the transition from atrial to ventricular systole, and T-waves represent ventricular diastole (Atienza, Martins and Jalife, 2012). Accurate interpretation of ECG readings is integral in the diagnosis and treatment of myocardial infarction (MI) and many other life-threatening disorders.  Here, ambulance clinicians will look specifically for changes to the ST segment of an ECG which will generally show elevation in myocardial infarction. Therefore, a comprehensive understanding of ECG interpretation is crucial for ambulance clinicians. 
An extensive amount of knowledge is expected to be learned in ECG training. Kopeć et al. (2015) assessed ECG interpretation skills of 536 medical students on 18 ECG strips. Competency in ECG analysis was 7% higher in students who reported self-learning techniques; however, no difference in competency was found between students who attended versus those who did not attend ECG lectures. Kopeć et al. (2015) concluded that the overall ability for interpreting ECG was good but low when recognising signs of emergency thus indicating inadequacies in understanding. And therefore, presented an opportunity to refine and improve their education methodology. Russo et al. (2021) implemented a survey of education satisfaction on cardiology fellows. Of 334 responses, 40% recorded not receiving formal lessons on CEP but 71% received lessons on clinical arrythmias, i.e., ECG interpretation. This indicates an approach of teaching that focuses on identifying problems rather than comprehending them. A systematic review conducted by Cook, Oh, and Pusic (2020) examined 78 studies related to ECG interpretation in both medical students and professionals. Key findings included deficiencies in ECG interpretation across all experience levels: 42% accuracy for medical students, 56% for residents, 69% for physicians, and 75% for cardiologists. Due to these and many more findings, the Accreditation Council for Graduate Medical Education has called for a significant change in teaching methodology in both 2007 and 2015 (Swing, 2007; Balady et al., 2015), and only recently has a proposal for alternative training been formalised (Mendes et al., 2022). Specifically, regarding literature on ECG comprehension in ambulance technicians, little has been explored. Alrumayh et al. (2022) evaluated 84 paramedics of varying levels of experience to identify categories of MI on ECGs alone. STEMIs were correctly identified by only 41% of participants, and the proportion of participants who answered additional rhythms correctly (bundle branch blocks, pericarditis, ventricular hypertrophy, etc.)  never exceeded 33%. A systematic review by Funder, Ross, and Ryan (2020) identified 9 relevant studies investigating paramedic ability to interpret ECG data; however, not all were acknowledged to be of sufficient quality. Their findings concluded that paramedics who were supplied additional educational or learning tools usually achieved greater recognition of clinical ECGs. Despite the need, implementing a common standard curriculum for ECG education across all medical education schools is logistically unlikely.  
Supplemental support for pairing anatomical and electrical knowledge in CEP via 3D visualisations, software, and applications has been advocated by clinicians and educators alike (Mendes et al., 2022). Aptly stated by Southworth, Silva, and Silva (2020) interactive education applications allow the user to visualise, participate, or experience the content in a controlled yet customizable manner. Additionally, necessity of a virtual approach has been brought to the forefront of education considering the recent COVID-19 pandemic (Han et al., 2021). Warriner et al. (2017) tested medical students (n = 112) with an interactive web-based model of the cardiovascular system. Students reported an overall positive experience and subsequently improved 33% knowledge score in a 6-question assessment derived from their standard curriculum. Mobile applications specifically have risen to the forefront in medical education support due to accessibility, popularity, and range of capabilities (Ventola, 2014; Lumsden et al., 2015; Mohapatra et al., 2015). Coelho, Rangel Lourenço, and de Godoy (2018) developed a mobile application featuring an interactable 3D model of the heart simulated from real-time ECG data. User testing of this application included 17 biomechanical engineering students with prior rudimentary knowledge of CEP. Students were directed to rate the app by ranking several statements on a scale of 1[highly disagree]-5[highly agree]. Key statements of “improves ECG interpretation” and “easy to realize ECG with heart beating” ranked highly in 100% and 70% of students, respectively. These results indicate an applicability of supplemental CEP mobile learning in novice students; however, testing by paramedic students should be conducted for increased validity. Overall, there is substantial evidence and support for integrated virtual learning in CEP and other medical education regardless of modality.
[bookmark: _Toc150407950]2.3 Technology Enhanced Paramedic Education
Utilisation of supplemental learning techniques within healthcare fields has risen in recent years due to advancements in extended reality (XR) technologies (Birt, Moore and Cowling, 2017; Logeswaran et al., 2021; Parsons and MacCallum, 2021; Turan, Gürol and Uslu, 2021; Birtill et al., 2023). XR technology blends virtual with physical environment and includes three primary forms: virtual reality (VR), mixed reality (MR), and augmented reality (AR) (Logeswaran et al., 2021). VR entirely encapsulates the user’s visual, and sometimes auditory, perception into a virtual environment, MR seamlessly integrates virtual and physical interactions together, and AR encompasses overlaying digital data onto the real world—thus ‘augmenting’ the environment (Logeswaran et al., 2021). These techniques allow learners a variety of ways to realistically incorporate and practice tasks in a professional environment (Parsons and MacCallum, 2021). AR in particular has offered unique perspectives in medical trainings (Logeswaran et al., 2021; Parsons and MacCallum, 2021). Comparable to other XR modalities, AR utilises hardware such as headsets, smart glasses, or widely accessible mobile devices to visualise augmented data within the real world. Conversely, AR has been argued as a safer method of XR visualisation as it can be less likely than VR and MR to compromise the user’s proprioception in the real-world (Mohapatra et al., 2015; Southworth, Silva and Silva, 2020; Parsons and MacCallum, 2021). 
Few reviews and investigations have been conducted on the efficacy of AR specifically in ambulance technician education. Birtill et al. (2023) conducted a scoping review of emergent XR technology in overall paramedic education yielding only eleven relevant records. From this and their content, Birtill et al. (2023) concluded that the benefit of XR is not yet clear and that more research should be allocated to its usage in paramedicine and similar healthcare disciplines. Birt, Moore, and Cowling (2017) investigated the value of XR in paramedic distance learning. Of 137 distance-learning paramedic students, 55 were supplied with 3D printed tools along with an AR mobile application concerning laryngoscopy and foreign body removal. Upon in-person testing of the learned skills, those supplied with the simulated education tools achieved significantly greater scores than those who were not. Lastly, Turan, Gürol, and Uslu (2021) investigated the efficacy an AR versus traditional ECG education in first-year paramedic students. Thirty students were supplied with a traditional book and thirty-one were provided with an AR book that allowed them to view 3D animations and videos on a mobile device. Following completion of the learning term, the post-test academic achievement and self-efficacy scores of the AR group were significantly higher than the paramedic students in the traditional group. Furthermore, in a post-intervention interview, it was stated that
“… paramedic education should definitely be supported by these devices” 
[bookmark: _Toc150407952]Overall, these reviews and investigations provide a positive outlook for the benefits of integrating XR into paramedic education programmes, and all support the development of an XR based cardiac electrophysiology learning tool.
3 Materials & Methodology 
[bookmark: _Toc150407953]3.1 Materials 
[bookmark: _Toc150407955]The hardware, software, and datasets utilised in the design and development of this application are displayed alongside their purposes in Tables 1 and 2.  The hardware materials used in the creation of this application included an HP Victus laptop computer for the primary design and development, and a Samsung Galaxy A52s mobile device for the download and testing of the application. The primary software utilised was selected due to availability and licensing provided by the Glasgow School of Art.
Table 1. Software materials used in the design and development of this application.
[bookmark: _Toc150407956]
Table 2. Datasets used in the design and development of this application.

[bookmark: _Toc150407957]3.2 Methodology 
[bookmark: _Toc150407959]3.2.1 Concept
The initial aim of this application was for it to be utilised as a supplementary learning aid for trainee ambulance clinicians during ECG training of STEMI recognition; however, it was extended to encompass certified ambulance technicians and paramedics who wish to refresh or enhance their existing knowledge of cardiac anatomy, electrophysiology, ECGs (both normal and pathological), and STEMI pathology recognition.
[bookmark: _Toc150407960]3.2.2 Storyboard 
The preliminary storyboard design for this application and of scenes with annotated functionalities was created to guide workflow. A MoSCoW priority matrix was also used to organise the key features of the application as ‘must have’, ‘should have’, ‘could have’, and ‘will not have’ (Table 3). The priority of features was determined through consultations with ambulance clinicians and limited by time constraints.

Table 3. MoSCoW prioritisation of sections key to the application design and development.

[bookmark: _Toc150407961]3.2.3 Asset Creation
3.2.3.1 Segmentation
To ensure anatomical accuracy, the source model of the heart was segmented from the sample CTACardio DICOM dataset (Table 2). from 3D Slicer. Prior to segmentation the scan’s window level contrast was adjusted for clearer threshold differentiation between structures and a new region of interest was defined for cropping. Isometric spacing at a scale 1.10x was inputted for cropping the volume. A Laplacian sharpening filter was applied to denoise and refine edges. Within the segment editor the paint tool was used to fill portions of the following anatomical regions: left ventricle, left atrium, right ventricle, right atrium, superior vena cava, aorta, pulmonary artery, and ‘other’. The grow from seed tool was used to expand the painted portions into each anatomical structure based on threshold similarity. Then, margin smoothing was applied at 3mm, and the segments were refined with the paint and eraser tool. After being exported as a label-map the 3D model of the heart was created and a final Laplacian smoothing filter was applied.

Figure 1. Initial 3D Slicer segmentation preview of heart structures where each colour represents a different structure (a), and segmentation of the heart as a whole structure (b).
A singular model of the whole heart was also segmented. The first segmentation was duplicated, and the segments of the heart regions were deleted, leaving only the external space as ‘other’. The segment ‘other’ was grown by 1.5mm and smoothed by 3mm. A new segment named ‘wholeheart’ was added and the threshold tool expanded to maximum and minimum limit was used to fill outside all visible segments. The resultant 3D model after Laplacian filtering can be seen in Figure 1b. Finally, models were saved and exported as OBJ files.
3.2.3.2 Modelling
Following segmentation, the heart model was imported into 3DS Max for initial retopology of vertices reducing the polygon count to 19,667. This model was then imported into ZBrush for refinement. After being sculpted for anatomical accuracy using smooth and morph brushes, the heart model was again retopologied in ZBrush to approximately 50,000 polygons (Fig. 2). 

Figure 2. 3D model of the heart after being sculpted for greater anatomical accuracy and retopologied a second time in ZBrush.
Once sculpted to anatomical accuracy, the model was imported back into 3DS Max to begin modelling the coronary arteries. The right coronary, left anterior descending, and circumflex arteries were modelled using the snap tool to adjust splines onto the model of the heart. Once a general pathway was outlined, an edit poly and turbosmooth were attached to allow the spines to take on a cylindrical structure and the terminal points of the splines were then tapered to appear similar to that of an artery (Fig. 3). The modelled arteries were enlarged compared to anatomically accurate specimens to emphasise their structures and locations during the educational scenes in the application.

Figure 3. Final model of the coronary arteries with (a) and without (b) the heart.
The electrical conduction system animation was developed in 3DS Max by attaching the 2D illustration of the heart’s conduction system to a plane of the same dimensions. The ECG segment was modelled with a spline and the electricity activation current was modelled with spheres and cylinders. The animation was organised by matching the waves to their corresponding activations on the pathway (Fig. 4). The pink and purple circles represent the growing wave of electrical current travelling across the electrical branches in yellow.

Figure 4. Screenshot of the electrical conduction system animation in 3DS Max.
The pre-made model of the ribs was downloaded later on in the development of the application from Sketchfab (https://sketchfab.com/3d-models/ribcage). The file was imported into 3DS Max and retopologied. Cylinders were modelled and placed to represent electrode placements for an ECG examination (Fig. 5).
  
Figure 5. Sketchfab downloaded model of the ribcage (a) and retopologied version with lead placements (b).
3.2.3.3 Texturing
To texture the 3D heart model, it first underwent UVW unwrapping in 3DS Max. Seams were selected manually along the natural form of the model, then peeled and scaled to create the texture maps seen in Figure 6.

Figure 6. UVW unwrap texture map and model seams in 3DS Max (a) and final painted 3D heart model with corresponding texture map in Adobe Substance 3D Painter (b).
The UVW unwrapped model of the heart was exported as an OBJ file and imported into Adobe Substance Painter to begin colouring and texturing. The export statistics of the structures include the polygon count of the whole model totalling 51,168. The model and texture map of the heart was imported into Adobe Substance 3D Painter without the coronary arteries. The model was painted in various layers using paint fill and black masks while following the natural colourisation of a human heart. A final texture was added from the preset Organic Flesh. The colour and texture were then baked into the maps of the heart before it was prepared for export. A personalised output template was created for texture outputting. Albedo, emissive, normal, ambient occlusion, metallic, and height maps were all saved as PNGs and later attached to their corresponding material spaces in Unity.
3.2.3.4 2D Content

Figure 7. The colour palette used in the application in RBG.
The colour palette for this application was selected according to colour theory and aimed to be colour blind friendly (Monigatti, 2022). The primary colour for this application (#136162) and its lighter shade (#73F0A3) were selected as an altered shade of blue. According to colour psychology, blue is representative of serenity, knowledge, and professionalism (Yu et al., 2021). It is also commonly associated with the medical field (Yu et al., 2021) making it appropriate for this medical education application. The secondary colour for the application (#FFD700) was derived from yellow which has been deemed representative of happiness and is commonly associated with electricity (Yu et al., 2021). The accent colour for this application encompasses the undertones of the heart model and is the standard RBG for blood (#880808).

Figure 8. Traditional colour rainbow compared with several variants of colour blindness.
2D illustrations such as the UI buttons, the electrical pathway of the heart (Fig. 9), and the application logo (Fig. 10) were created in Adobe Illustrator. The electrical pathway of the heart (Fig. 9) was designed in reference to reviewed anatomical images. It includes the SA node, Bachmann’s branches through the atria, the AV node, atrioventricular branch, bundle branches, and Purkinje fibres.

Figure 9. Electrical conduction pathway illustration of the heart.
The logo for the application also acts as the reference image for the augmented reality overlay (Fig. 10). The design is the title of the application over a minimalistic outline of a human heart with coronary arteries on a blue field. The font of the title aims to represent the sharp spikes of an ECG recording. In the initial concept design the AR reference image was meant to be an image of an ECG recording; however, these were unable to be used due to constraints in the software’s ability to recognise symmetrical, graph-like patterns. Hence, the logo was substituted.

Figure 10. Application logo and the reference image for AR overlay.
[bookmark: _Toc150407962]3.2.4 Application Development
The application was developed using Unity 3D with imported assets and was scripted using Visual Studio Code. For the development of an augmented reality capability on an android device, the AR Foundation and AR Core plugins were used. The flow of development was organised by specific scenes and their necessary functionalities (Fig. 11). Prototype scenes were used to test functionality, review UI, and debug scripts before importing assets.

Figure 11. Scene development functionality map.
The design of the application allows the user to quit at any time and switch between scenes in no set order. This was achieved by attaching scripts (Fig. 12) to correlating UI buttons. Upon selecting a new scene, a pop-up panel with directions on how to use the scene is generated. The user can revisit these directions by selecting the information button on the bottom toolbar. 
 
Figure 12. Scene change (a) and quit (b) functions of the application.
The majority of interactions were able to be implemented using UI buttons. For example, the OnClick event of each button in the learn scene sets a variety of GameObjects to active or inactive. Additionally, in scenes such as the STEMI learning, selecting a specific button can change the appearance of the heart model triggering a material change with the OnClick event. 
More complex functionalities such as touch interactions had been achieved through scripting. On the mobile device, if the user uses a one-finger drag across the screen it will rotate the heart model in that direction. Similarly, if the user uses a two-finger pinch on the screen it will zoom the heart model in and out. Both of these touch interactions were created on the same script (Fig. 13). The script was attached to the scene camera and included a public GameObject to which the heart model was assigned. This enabled the heart model to be the only object affected by the rotate and zoom function. 

Figure 13. Touch inputs of the PinchZoom script.
Augmented reality was implemented using the AR Core plugin within the AR Foundation package of Unity3D. This permitted the development to be functional on an android device. Within the augmented reality scene, functionalities previously employed via buttons were required to be completed through scripting. This is because the AR heart model prefab was not present within the hierarchy and was only called into the running scene when triggered by the reference image. Therefore, any script was first required to be attached to an empty GameObject in the hierachy called HeartManager. The script was then written to reference the ARObjOverlayImage script and find the clone of the heart model prefab by name. An example of this can be seen in the script for the slider rotation in Figure 14.

Figure 14. Start function of the RotateSlider script calling the ARObjectOverlayImage script.
Similarly, for the material change per STEMI type in the AR scene, an array of the materials was created and attached to the HeartManager (Fig. 15).  The STEMI buttons then triggered their correlating material change function class. For example, the lateral STEMI matches with material #3 (Fig. 15).
 
Figure 15. ChangeSTEMI script with material array attached to the empty game object HeartManager (a) and example on-click function template for STEMI buttons (b).
The quiz scene functions were achieved using two scripts. The QuestionManager script utilises UI toggles which are set as either a ‘correct’ or ‘incorrect’ answer depending on the question. Upon selecting an answer and clicking the confirm button, a pop-up correlating to whether the correct answer was selected or not is triggered (Fig. 16a). The QuizManager script randomises the questions from a premade list and removes the used question from that list, so it is not repeated during the session (Fig. 16b). The question answers are recorded and then shown as a score out of five after finishing the quiz.

Figure 16. Correct and Incorrect response functionality from QuestionManager script (a) and randomisation of questions functionality from QuizManager script (b).

[bookmark: _Toc150407963]4 ECG-in-AR Application 
The opening title can be seen in Figure 17 including panels about the application, about the author and collaborators, and a disclaimer. A video recording of the full application can be viewed at https://www.youtube.com/watch?v=NjQg7iKSieE. 

Figure 17. Opening Title scene and pop-up panels.
[bookmark: _Toc150407964]4.1 Home Scene
When selecting the ‘BEGIN’ button on the title scene, the user is transported to the home scene. The aim of the home scene is to inform the user about the primary uses of the app and to install base knowledge of 12-lead locations in relation to the human heart. The scene first displays a pop-up panel containing information about the buttons on the bottom toolbar panel (Fig. 18). Closing this panel reveals the 3D model of the heart within a transparent ribcage. This model is able to be zoomed in/out and rotated by the user for better perspective. The model is surrounded by 12-lead ECG placements which glow in specified colours when their corresponding buttons are selected. The colours of these buttons are meant to mirror their matching contiguous leads.

  
[bookmark: _Hlk141106078]Figure 18. Home scene pop-up panel with directions about each button (a) and the home heart/lead exploration (b).
[bookmark: _Toc150407965]4.2 Learning Scenes
The learn scene is triggered when the magnifying glass button is selected on the bottom toolbar. A pop-up panel informing the user of the learning buttons is displayed first (Fig. 19). The aim of the learn scenes are to educate the user on how the ECG and coronary arteries correlate and how they are affected during STEMIs. 

Figure 19. Learn scene pop-up panel with directions about each button.
[bookmark: _Toc150407966]4.2.1 Electrical Pathway
The electrical pathway (ECG and conduction pathway) section of the learn scene aims to educate the user specifically about how electricity travels through the heart and is recorded as waves. The scene includes a 2D illustration of the heart’s conduction pathway with a 3D animation playing on loop (Fig. 20). The animation plays over both the electrical activation through the pathway and the matching flow through a normal ECG rhythm. This allows the user to visualise where in the heart each waves activation is occurring. Additionally, a set of buttons provides information about each significant segment of the ECG rhythm (P-wave, QRS segment, J-point, T-wave). 

Figure 20. ECG & Conduction Pathway option within the Learn scene. Includes an animation of electrical activity and information about selected segments (P-wave, QRS segment, J-point, T-wave).
[bookmark: _Toc150407967]4.2.2 Coronary Arteries
The coronary artery learning page aims to educate the user about the main arteries of the heart and their branches as well as what leads are affected by occlusion. The scene contains a rotatable 3D model of the heart with coronary arteries being displayed a transparent white colour (Fig. 21). The user can select which artery they wish to learn about by selecting its according button. The button will change the colour of the matching artery to a bright red colour and summon an information panel detailing its origin, branches, and clinical significance (Fig. 21).
  
Figure 21. Coronary Artery option within Learn scene. Includes a rotatable heart model and information about selected arteries.
[bookmark: _Toc150407968]4.2.3 STEMI
When entering the STEMI page, a pop-up panel is shown to first inform the user about what a STEMI is. The aim of this learning page is to inform the user of STEMIs as they relate to ECG contiguous leads. The scene includes a rotatable 3D model of the heart and 12-lead ECG set of labelled buttons. These buttons represent themselves as contiguous leads and upon selection highlight the occluded artery and affected myocardial area. For example, selecting either V3 or V4 purple buttons will display an anterior STEMI where the affected myocardium changes to purple and the left anterior descending artery turns bright red (Fig. 22).
  
Figure 22. STEMI option within the Learn scene. Includes a rotatable heart and visualisation of STEMIs from contiguous leads.
[bookmark: _Toc150407969]4.3 AR Scene
The augmented reality scene aims to expand on the knowledge gained during the learning scenes. It provides the user with the ability to view the affected myocardium of particular STEMIs while rendered in space. An information pop-up tells the user how to use the AR function and provides a link to where the reference image can be freely downloaded. 
Aiming the camera at the reference image will cause the 3D heart model to appear without any STEMI presentation. The user can select the STEMI they want to visualise from a drop-down menu which will both highlight the affected area of the heart and summon a panel detailing which artery is occluded and which lead(s) will present ST-elevation. Then the user can either use the slider to rotate the model or physically move the android device to view different angles of the heart. Examples of these capabilities can be seen in Figure 23.
  
Figure 23. AR scene with heart model, slider for rotation, and drop-down selection of STEMIs with correlating information. No STEMI (a), right ventricular (b), and posterior (c).
[bookmark: _Toc150407970]4.4 Quiz Scene
The quiz scene is for the user to test their knowledge of ECG leads, coronary arteries, and STEMIs. The quiz itself is comprised of five multiple-choice questions randomly generated from a pool of ten. The questions were provided by educators within the Scottish Ambulance Service after viewing the application prototype to reflect their training curriculum and the information offered by the learn scenes. The user is able to complete the quiz at any point while using the application and any number of times by refreshing the scene.
 
Figure 24. Quiz scene pop-up panel with directions (a) and example question layout (b).

[bookmark: _Toc150407971]5 Analysis 
The following overviews the methods of analysis and subsequent results. The validity of the application was determined as knowledge acquisition and if it was effective at enhancing learner knowledge of CEP. The usability of the application was determined via a standardised system usability assessment completed by participants.
[bookmark: _Toc150407972]5.1 Methods 
[bookmark: _Toc150407973]5.1.1 Participants 
Ten newly qualified paramedics (degree level SCQF 9) completing their clinical induction module with the SAS were recruited. Participants were provided with a information sheet to inform them of the details about the study. Those who wished to participate were then given consent forms to be signed by themselves and the researcher on the day of testing. Demographic information was not collected from participants as they were all at the same qualification level and in the same training course. Any further demographic data was extraneous to the current investigation.
Ethics approval for this research was provided by the Glasgow School Art ethics committee and by the Scottish Ambulance Service research and development committee.
[bookmark: _Toc150407974]5.1.2 Equipment 
The equipment utilised during testing included two Samsung Galaxy A52s mobile phones installed with the ECG-in-AR application and a printed A3 size poster. The poster included the logos of each collaborating body, the name of the author and supervisors, and the ECG-in-AR application logo (Fig. 25).



[bookmark: _Hlk141787083]Figure 25. Experimental testing set-up at SAS facility.

[bookmark: _Toc150407975]5.1.3 Procedure 
Prior to using the application, participants completed a pre-test which comprised ten multiple choice questions to assess their initial knowledge of cardiac electrophysiology. The participants were then given a mobile device with which they were asked to explore freely the ECG-in-AR application. As pre-test questions were the same as the questions included in the Quiz Scene of the application, participants were directed not to enter the Quiz Scene when given access to the application, to avoid any bias. Testing lasted approximately 10-15 minutes per participant.
The researcher remained in the testing facility with participants to answer any questions and assist when necessary. Participants were allowed an unlimited time to explore the application and given the following directions:
a) Press every button.
b) Read all information in full.
c) Scan the poster during the AR Scene (taped to the wall of the testing facility).
d) Do not enter the Quiz Scene.
Once finished using the application, participants returned the mobile device and were immediately given the post-test and a usability questionnaire (Brooke, 1996) to complete. The post-test was comprised of the same questions and answers as the pre-test but reordered. These tests were used to establish educational efficacy of the application.
[bookmark: _Toc150407976]5.1.4 Data Analysis 
The normality of the data was first assessed by determining the skewness of the pre- and post-test scores. Data were not normally distributed; therefore, a Wilcoxon signed-rank test was used to compare pre and post-test scores. Significance was determined by a p-value < 0.05 (Laerd Statistics, 2020).
The usability questionnaire was acquired from Brooke (1996) System Usability Scale (SUS). The questionnaire included ten statements for the user to rate. Responses were rated along the following Likert scale: 1 = strongly disagree, 2 = disagree, 3 = neutral, 4 = agree, and 5 = strongly agree. The possible SUS scoring range is 0 – 100, however this does not represent a percentage. The SUS score was calculated by first scoring each question response and following the steps below:
1. Odd numbered question = [scale position] – 1
2. Even numbered question = 5 – [scale position]
3. SU score = [sum of the question scores] * 2.5
The collected data was transferred to Microsoft Excel for organisation and graphical analysis. Any statistical analysis was conducted via PSPP from the collated data.
[bookmark: _Toc150407978]5.2 Results 
[bookmark: _Toc150407979]5.2.1 Validity
Statistical analysis suggested a significant increase in knowledge post test scores with a mean score of 4.8 ± 1.62) pre-test compared to po 7.0 ± 1.49 post test (p = 0.024) (Fig 26).

[bookmark: _Hlk142563127][bookmark: _Hlk142563146]Figure 26. Pre-test and post-test scores presented as mean ± standard deviation (Pre: 4.8 ± 1.62; Post: 7.0 ± 1.49).

Figure 27. The number of participants who answered each question correctly showing the difference per question between pre- to post-test.
[bookmark: _Toc150407980]5.2.2 Usability

Figure 28. SUS scores per participant where the red line represents the standardised reference score (SUS = 68.0), and the black line represents the mean score of this application (M = 82.8).
The application received a usability score of 82.8 (Fig. 28) which is 24.8 points higher than the SUS standardised reference benchmark of 68 (Sauro, 2011). 
Regarding knowledge acquisition, results of the Wilcoxon signed-rank test showed that the observed difference between both measurements was significant (z = -2.26, p = 0.024). Therefore, it can be assumed that the significant increase in participant knowledge was due to using the application and not due to an external influence (Meek, Ozgur and Dunning, 2007). The 22% improvement from pre- to post-test scores indicates the efficacy of this application in facilitating user knowledge acquisition. Nine of the ten questions received post-test scores greater than or equal to that of their pre-test scores. Conversely, Question 10, which received the highest number of correct answers in the pre-test, was the only question to decrease in the number of correct responses from pre- to post-test. This could be due to participants second-guessing their answers during the pre-test and not wishing to duplicate those responses; however, the reason for this outlier cannot be confirmed without further testing. 
Responses from the usability questionnaire were highly satisfactory from a developmental perspective. The SUS testing scored 82.8 receiving an A grade and excellent denomination. A score greater than 80.3 receives an A letter grade and ‘excellent’ adjective result placing the application in the top 10% of scores (Fig. 29) (Bangor, Kortum and Miller, 2009; Sauro, 2011). 

Figure 29. SUS score percentile ranks as letter grades (Sauro, 2011). The red line represents the standardised reference score (SUS = 68.0), and the black line represents the mean score of this application (M = 82.8).

This placed the application 24.8 points above the standardised SUS benchmark and within the top 10% of scores indicating its promise as a user-friendly application. This is in line with similar AR learning applications about the spinal cord (Fernandes, Teles and Teixeira, 2020) and molecular geometry (Nazar et al., 2020) which scored 69 and 92.7, respectively.  Anecdotally, no correlation was identified between pre/post-test scores and SUS ratings. Future research should include additional text boxes to allow users to input their individual and specific feedback about the application.
In all, the outcomes of user testing were positively indicated. The efficacy of the application, ECG-in-AR, at enhancing user knowledge of cardiac electrophysiology was validated through pre- and post-test questionnaires. The usability of the application was shown to be excellent according to high SUS scores and user feedback. Overall results suggest the promise of this application if introduced on a wider scale. Future investigations should be conducted to further validate the current findings.



[bookmark: _Toc150407987]6 Discussion 
[bookmark: _Toc150407989]6.2 Design and Development
The design and development of ECG-in-AR was successful but not without challenge. As seen in the initial storyboard for the application (Fig. 1), several changes were implemented to achieve the final application Many of these changes were in respect to recommendations made by supervisors and consults with SAS educators. Moreover, the final application includes all major aspects included in the MoSCoW prioritisation (Table 4).
Retrospectively, the segmentation process could have been more definitive in its goal of segmenting the heart. Though 3D Slicer was not difficult to use, it did require several trial-and-error attempts to properly segment the heart. The first segmentations included segmenting each individual region of the heart, yet none progressed passed this stage as they were deemed secondary to the educational goals of the application. Only the segmentation of the whole heart was exported for modelling. Future developments of the application might include a section on heart anatomy in which these segmentations could be utilised.
The 3D modelling and texturing phase was successful in all goals. The primary difficulty of this process was the UVW unwrapping which required several trials of drawing and relaxing seams on the model. In hindsight, the only alteration would be to increase the number of polygons in the final heart retopology. This would allow the model to be higher quality and provide more depth to textures. Additionally, modelling the arteries separate to the heart meant that painting the model required some guesswork when texturing the area surrounding where the arteries were meant to be placed. The painting and texturing of the heart from anatomical references was the developers most satisfactory accomplishment.
The Unity development and scripting provided the greatest challenge. The UI was the first aspect created of the application with accompanying button functions. The majority of scripts were able to be implemented without difficulties and only the scripts associated to the AR scene represented a certain degree of challenge. Figuring out how to add functionality to the AR rendered heart was the most time consuming as the model was not in the scene hierarchy. Numerous attempts were written to include the heart model before incorporating the HeartManager gameobject and linking it to the ARObjOverlayImage script. 
Lastly, the interactions in the Home Scene were added after completing the application as the scene seemed plain and without purpose. The concept of the lead placements on the ribcage was influenced by the initial storyboard’s camera analogy scene. Due to being a last-minute addition, the ribcage was downloaded as a model from SketchFab rather than being segmented and modelled from scratch. 
Overall, the creation process and final application realised the expectations of the researcher and was only negatively impacted by time constraints.
6.3 Evaluation
[bookmark: _Toc150407990]6.4 Limitations and Future Recommendations 
The primary limiting factor during this project was time. Though all major aspects listed in the MoSCoW matrix (Table 4) were able to be included in the final development, additional features imagined by the research during the development were not incorporated to maintain the strict schedule for development and analysis. The recommendations for future development are the inclusion of voice-over audio components for users with hearing impairment, internal cross-section views of the heart for more in depth cardiac anatomy training, AR version of the lead views present in the Home Scene, 3D animated heartbeat to assist in correlating the ECG rhythm in real time, and a video animation of how arteries become occluded to restrict blood flow to the surrounding myocardium for greater comprehension of the pathological mechanism behind STEMIs. Expansion of the application may also include education on additional ECG presented dysrhythmias beyond STEMI.
Regarding the experimental design of this project, several recommendations can be made. Firstly, the small sample size recruited for this experiment (n = 10) should be increased for greater reliability and more extensive statistical testing. The population demographic could also be expanded upon in both experience level and specialisation as this study only tested on newly qualified paramedic students not ambulance technicians and clinicians with years of experience. Moreover, students learning cardiac electrophysiology within other health fields such as medicine, nursing, or exercise physiology could be tested. Expanding the testing population in either of these demographic directions would help to determine the efficacy of the application as an educational tool. Similarly, expanding the questionnaire question pool and allowing for individual feedback on the application would be beneficial.  Additionally, a comparison study of conventional learning methods (e.g., textbook, 2D education, etc.) versus the application as supplementary learning may be advised to evaluate efficacy further. Also, knowledge retention following usage of the application could be examined via longitudinal investigations.
[bookmark: _Toc150407991]6.4 Conclusion 
Overall, the ECG-in-AR application shows potential for becoming a widely utilised educational application within ambulance personnel. The application was effective at improving paramedic knowledge of CEP and STEMI presentations. This could lead to more accurate and rapid diagnoses in the future and improve patient care outcomes. Our experimental findings suggest the current efficacy of the application in facilitating user knowledge and support recommendations for future research. Though, further testing is needed to confirm the current trends and validate the application in a medical context.
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